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In this study we observed and determined the period of the eclipsing binary star EPIC
201458798, finding that its period has not changed since it was last measured and
published in the Kepler catalog in 2014. We did this by developing Python code to
determine the period using two independent algorithms and partially automating the
search for suitable comparison stars. Our system was imaged by the 0.4m Las Cumbres
Observatory telescopes in four filters. We analyzed six photometry types returned for
each image from the Our Solar Siblings pipeline. Of these photometries, we found
source extractor kron (sek) to be the most appropriate type for our 2x2 binned images
of EPIC 201458798. Both of the period-finding algorithms we developed gave results
that were not statistically different from the Kepler catalog period for the infrared,
red, and visual filter images. The blue filter images were statistically different from
the Kepler catalog period for one of our algorithms but not the other.
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INTRODUCTION

A subset of binary star systems are known as eclipsing
binaries (EBs). These systems are aligned such that
the two orbiting stars eclipse each other relative to
Earth’s line of sight. This produces a change in the
observed brightness of the system as a function of
time. Although most EBs are so close together that
they appear as a single source of light, this bright-
ness change during their eclipses allows us to deduce
their characteristics, including period and position on
the Hertzsprung-Russell diagram (Southworth, 2012).
This makes EBs a primary and direct source of infor-
mation on star properties and stellar evolution.

In this study, we measure EPIC 201458798, a short
period (p < 1 day) EB, and confirm the Third Revision

of the Kepler Eclipsing Binary Catalog’s period for this
system using our own period-finding algorithms and
an independently acquired data set (Kirk, 2016). In
the process, we examine some photometric considera-
tions that arise when using 0.4m LCO telescopes with
2x2 image binning.

TARGET SELECTION

We chose an EB that was visible during the early
spring because that was when our study was con-
ducted. The Kepler 1 campaign contained stars that
were observable during the spring, so we searched
the Kepler Catalog in this campaign (Kirk, 2016).

Furthermore, we narrowed our selection to de-
tached EBs, excluding semi-attached and contact bi-
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naries. Since detached binaries are completely sepa-
rate, they can yield more accurate estimates of rela-
tive masses and temperatures of the individual stars
(Rozmus, 2010). When searching the Kepler catalog,
we were looking for a target with a Morph between
0 and 0.5. The Morph metric was developed for the
second release of Kepler data to classify EBs by the
shape of the primary eclipse. A system with Morph c
< 0.5 is predominantly detached, a Morph of 0.5 <
c < 0.7 is semi-detached, and a Morph of 0.7 < c <
0.8 is an overcontact binary (Matijevic, 2012).

In addition, our target had to have a period less
than 1.5 days both to avoid using excessive telescope
time and because we wanted to collect sufficient im-
ages to calculate the period from our own observa-
tions within a few weeks. The target also had to be
sufficiently bright for the ground-based 0.4m LCO
telescopes to observe it; a system with kmag less than
13 was optimal. Finally, the eclipses needed to be
deep enough to be accessible for analysis. A primary
eclipse depth that was at 0.8 or deeper on a plot of
normalized flux was deemed adequate.

OUR TARGET

Applying the criteria specified above, we settled on
EPIC 201458798 as our target star. This system’s char-
acteristics are shown in Table 1. The target star has a
magnitude (kmag) close to 12 and a primary eclipse
that causes its brightness to dip to 0.75 on a plot of
normalized flux versus phase. Its lightcurve from the
Kepler Eclipsing Binary Catalog, Third Revision, is
shown in Figure 1 (Kirk, 2016).

Table 1. Characteristics of EPIC201458798

Property Value

RA (deg) 168.2801

Dec (deg) -0.0925

kmag 12.091

Period (days) 0.6193964

Period Error 0.0000347

Morph 0.13

OBSERVATION HISTORY

Our target was observed by Kepler from June 2, 2014
to August 21, 2014. These dates were found by con-

Fig. 1. EPIC 201458798 light curve from the Kepler
Eclipsing Binary Catalog, Third Revision.

verting the modified Julian dates of the observations
listed under “LC data” on the Kepler catalog website
to the calendar date. In 2016, our target was part of
the study “Planet Hunters K2” which aimed to detect
exoplanets orbiting eclipsing binary stars. This study
collected data on 75 targets from Kepler campaigns
1-3 using speckle interferometry on the Southern As-
trophysical Research telescope and adaptive optics
imaging on the Keck II telescope. Our target was not
found to have exoplanets (Schmitt, 2016).

INSTRUMENTS USED

The telescopes used for our observations were part of
the Las Cumbres Observatory network (Brown, 2013).
All ten of these 0.4-meter telescopes have identical
specifications. They are located at Siding Spring Ob-
servatory in Australia, South African Astronomical
Observatory in Sutherland, South Africa, Cerro Tololo
Interamerican Observatory in Chile, Teide Observa-
tory in Spain, McDonald Observatory in Texas, United
States, and Haleakala Observatory in Hawaii. All
have an SBIG STL-6303 camera. A sample telescope
is shown in Figure 2. Table 2 gives a count of the num-
ber of images of EPIC 201458798 that were returned
by each of the telescopes.

FILTERS

Our images were taken in the Bessel B and V, Sloan
Digital Sky Survey (SDSS) r′ and i′ filters, correspond-
ing to blue, visible, red, and infrared light. A rough,
handrawn sketch of the bandwidth comparison of

http://www.ctio.noao.edu/soar/
http://www.ctio.noao.edu/soar/
http://www.keckobservatory.org/about/keck-observatory/
https://www.atnf.csiro.au/outreach//education/senior/astrophysics/photometry_colour.html
https://www.sdss.org/
https://www.sdss.org/
https://www.astro.princeton.edu/PBOOK/camera/camera.htm


Research Article Vol. 1, No. 1 / June 2020 / Astronomy Theory, Observations and Methods Journal 3

Table 2. LCO telescope images of EPIC 201458798

Telescope Telescope ID Number of Images

Sliding Spring, New South Wales, Australia kb97, kb98 324

SAAO, Sutherland, South Africa kb96 100

Teide Observatory, Tenerife, Spain kb88, kb99 119

CTIO, Region IV, Chile, Spain kb26, kb95, kb81 313

McDonald Observatory, Texas, USA kb80 39

Haleakala Observatory, Maui, USA kb27, kb82 58

Total 953

Fig. 2. A LCO 0.4m telescope.

these filters to that of Kepler is shown in Figure 3 (Bar-
entsen 2018), (Abazajian, 2009), (Giallongo, 2008).

Fig. 3. Photometric response function of Kepler tele-
scope compared to that of the filters used, sketched
by hand from images from the references above.

EXPOSURE TIMES

The optimal exposure time in each filter was deter-
mined from test images of the target. Using AstroIm-
ageJ software, the ADU counts within an aperture
surrounding the target are summed. The average
ADU counts per pixel from the surrounding sky in an
outer annulus is multiplied by the number of pixels
within the target aperture and subtracted from this
sum to obtain the AstroImageJ “Source minus Sky”
number. Figure 4 shows a zoomed in image of the
target in AstroImageJ surrounded by a 6-pixel radius
aperture, which is in turn enclosed by the 8-pixel ra-
dius outer annulus used for the “Sky” counts. Because

https://lco.global/observatory/telescopes/0-4m/
https://keplerscience.arc.nasa.gov/the-kepler-space-telescope.html
https://keplerscience.arc.nasa.gov/the-kepler-space-telescope.html
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of the 2x2 binning on the images used for this study,
each pixel in Figure 4 actually represents 4 pixels
worth of ADU counts.

Fig. 4. Aperture photometry in AstroImageJ, using a
6-pixel radius target aperture and an outer annulus
with an 8-pixel radius.

For a star like that shown in Figure 4, the ideal
value of “Source minus Sky” is around 100,000 counts.
A value much lower than 50,000 counts is associated
with measurements that start to become dominated
by noise. A value higher than 500,000 counts risks sat-
urating the CCD camera on the telescope (Fitzgerald,
2018a). Complicating this is the fact that we expect
our target star’s brightness to vary (that is exactly
what we are trying to measure!), possibly by a factor
of 2 or more. Therefore, it is necessary not only for
our test images’ counts to be in range, but also double
or half of those counts to be in range as well. Our
initial 90s-exposure test images for the blue filter had
photometry counts that were slightly on the low side
(around 70,000 counts), so we increased the expo-
sure time to 150 seconds for that filter. All of the
other filters’ test image exposure times were initially
in range.

After the images were returned, we flipped through
them by hand, scoring them from 0 (bad) to 4 (good)
based on their quality. Small streaks (as from cosmic
rays) that did not seem to affect the stars’ images
significantly earned a score of 3. Slightly oval stars

got a score of 2, and very grainy or otherwise compro-
mised images got a score of 1. Images that were of
the wrong starfield, or that were completely clouded
over, or that lacked a plate solution due to a World
Coordinate System registration failure got a score of
0. In the final analysis, we used stars with scores of 2
or above. This represented a little more than half of
the images returned, as shown in Table 3.

Table 3. Exposure times and image counts for the
filters used.

Filter
Exposure

Time
(seconds)

Total
Images

Returned

Images
Used

Bessel B
150
90

226
16

121
10

SDSS i′ 45 239 124

SDSS r′ 30 235 157

Bessel V 45 237 162

IMAGE REQUESTS: CADENCE AND JITTER

We initially requested images to be taken with a ca-
dence of approximately every couple of hours. LCO
has a robotic scheduling system that recalculates
which requests should be filled every 10 minutes
based on priority, time sensitivity of the request, tele-
scope availability, and weather (Pickles, 2014). There-
fore, we knew that not all of our requests would be
filled. EPIC 201458798 is eclipsing over approxi-
mately a third of its phase, so we initially set the
"jitter" to be high (meaning that we gave the sched-
uler a broad time window in which to fulfill the re-
quest). Towards the end of the project, however, we
were requesting images to be taken at specific times
with lower jitter to fill in the primary eclipse. For
these image requests, we calculated when the next
eclipse would occur by taking the image date for the
minimum flux in the lightcurve, and adding time in
increments of one period until the present day.

PHOTOMETRY

The OSS pipeline (Fitzgerald, 2018b) performs six
types of photometry on images that are returned
from LCO: aperture photometry (Laher et al., 2012),
source extractor photometry and source extractor
kron photometry (Bertin & Arnouts, 2018), and
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three types of point-spread function (PSF) photom-
etry known as DAOPhot (Stetson, 1987), DOPhot
(Schechter & Mateo, 1993), and PSFEx (Bertin &
Arnouts, 2018). Aperture photometry is the simplest
of these and is similar to the algorithm that is used
by AstroImageJ to obtain the ADU counts referenced
above. The photometry types will be referred to as
apt, sex, sek, dao, dop, and psf, respectively. Sex is
similar to apt, although it uses a different algorithm
to undertake the aperture photometry. Sek also uses
a similar algorithm except that the star’s image is
modeled as an ellipse rather than a circle, the size of
which is varied to capture 90% of the object’s light.
The other three photometry types (dao, dop, and psx)
report counts not by summing them but instead by
fitting the counts for each pixel to various mathemati-
cal models of the way in which a star’s brightness is
expected to vary from pixel to pixel on an image.

The raw data returned by the OSS pipeline consists
of text files containing the RA’s and Dec’s of the star
centroids located by each photometry type in each
image, along with their associated pixel coordinates,
integrated ADU counts, and count errors. To find the
counts for our target, we wrote Python code to scan
through the RA’s and Dec’s of the image text files,
finding the closest one based on its coordinates. As
is evident in Figure 4, the target’s light is smeared
out over a diameter of about 7 pixels. Since the pixel
scale for our images is approximately 1.16′′/pixel,
this amounts to about 8′′. We identified the target
in each image as the star whose computed centroid
fell within 2′′ of its expected coordinates from Table
1. This is comfortably within the image of the star
and also corresponds to the amount that the star’s
apparent coordinates might vary with slight changes
in the air’s index of refraction due to passing cells of
warm or cold air (the “seeing”).

COMPARISON STARS

In addition to the target, it is necessary to observe a
few other stars in the same field of view. These are
denoted as “comparison stars” or just “comp stars”.
These stars enable our observation to be calibrated
against atmospheric fluctuations and differing expo-
sure times, as they provide a relative measurement of
brightness rather than an absolute one. To make this
relative measurement, the ratio between the intensity
of the target and the comp star is taken. This is equiv-
alent to the difference of the star magnitudes, where
magnitude is the logarithm of intensity. However,

this only works if the comp stars are not intrinsically
variable themselves.

The first criteria for choosing comp stars for EPIC
201458798 was that they needed to be in the 27.5′ x
18.5′ field of view surrounding the target. In addition,
they had to be roughly the same color as the target
star to keep everything as similar as possible. The
comp stars also needed to be round in shape. This is a
rule of thumb to verify that they are exposed properly
and that they are single stars.

Figure 5 shows the star field, with our target star
labeled along with six potential comp stars, located by
examining a returned LCO image and also inspecting
the corresponding starfield in AladinLite software
(Boch & Fernique, 2014). The particularly bright
star at the top of the image is a cause for concern
as it might induce some error in the photon counts
for stars nearby. Table 4 shows the coordinates and
magnitudes of the stars identified in Figure 5.

LIGHTCURVE CONSTRUCTION

The visually-identified comp star candidates in Table
4 were used to construct lightcurves of the target star
for each of the six photometry types. Due to the short
period of the target EB, our observations span several
periods. Therefore, plotting the target-minus-comp
magnitude versus Julian date results in a visually ap-
parent random scatter of data, as shown at the left
in Figure 6. Although it is clear that the images were
requested in four separate batches spaced out over
a few months, the lightcurve itself is not discernible
when plotted versus date. To organize this data, it
must be “phased”, or plotted as a function of rela-
tive phase over the course of a single period. The
phase of an observation is equal to the relative Julian
date (observation date in days minus initial observa-
tion date in days) divided by the Kepler period and
modulated by one. For example, if the Julian date
of the first observation is 2458600.0 days and the
period of the system is 3 days, then an observation
taken on 2458601.5 days and an observations taken
on 2458604.5 days would both have phase of 0.5.
As shown on the right in Figure 6, the target’s pri-
mary and secondary eclipses become evident when
the lightcurve is plotted in this way.

To normalize the lightcurve, the average flux of a
region of the graph where the system is not eclips-
ing is set equal to 1, and all other fluxes are plotted
relative to that. For this system, the region of the
graph where the system is not eclipsing is taken to be

http://image-analysis.readthedocs.io/en/latest/06_photometry_intro/photometry_aij.html
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Fig. 5. Star field of EPIC 201458798, taken from one of our images.

Table 4. Stars in the field of view of EPIC 201458798.
Star

Identifier
RA

HH:MM:SS
Dec

Deg:min:sec
Mag

B Filter

Target EPIC 201458798 11:13:07.231 -00:05:33.01 12.8

Comp 1 TYC 263-777-1 11:13:07.231 -00:05:33.01 12.8

Comp 2
UCAC2 31687136

High Proper Motion Star
11:13:32.232 -00:03:37.81 11.841

Comp 3 BD+00 2760 11:13:17.825 +00:06:28.96 10.552

Comp 4 N/A 11:13:32.626 +00:07:15.85 11.18

Comp 5 N/A 11:13:06.703 -00:13:57.27 13.58

Comp 6 N/A 11:13:12.724 -00:14:51.80 12.8
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between phase 0.3 and 0.4. On the Kepler Eclipsing
Binary Catalog plot of Figure 1, the depth of the pri-
mary eclipse is approximately 0.75, but for our data,
the depth is closer to 0.65 and even lower for the blue
filter (almost as low as 0.6). This likely stems primar-
ily from differences between the filter on the Kepler
telescope and the filters used here, whose response
curves are sketched above in Figure 3. Also, some
of the discrepancy may be due to a different choice
of where the system is deemed to be out of eclipse.
Finally, the primary eclipse depths can change in dif-
ferent filters due to the stars’ unequal temperatures.

CHOICE OF PHOTOMETRY

Figure 7 shows the same lightcurve with all six types
of photometry, using Comp 1 as the comparison
star, and using the Kepler period to compute the
phase. Based on the cleaner visual appearance of
the lightcurve, we decided that sek photometry was
most appropriate for images of this system taken with
the 0.4m LCO telescopes. However, it is noteworthy
that the images used here had 2x2 binning, meaning
that the integrated photometry count from sets of
four adjacent pixels was reported. This type of bin-
ning has the advantages of a faster readout, a higher
signal-to-noise ratio, and a smaller image filesize than
1x1 binning, in which the photometry count of each
pixel is recorded separately. However, in June of
2018, after this study was concluded, LCO switched
to 1x1 binning. The increased spatial resolution of
this method may cause different photometry types,
particularly those that use PSF methods, to be more
appropriate for future studies using the 0.4m LCO
telescopes.

COMPARISON STARS REVISITED WITH AUTO-
MATED SELECTION

Because they are interdependent, the choice of a
comp star and selection of photometry is necessarily a
somewhat cyclical process. The procedure described
above for choosing provisional comp stars by eye, in-
specting the resulting lightcurves, and selecting a pho-
tometry type must be followed by a re-examination
of the comp stars using that photometry. So, after
choosing sek as our photometric method, we wrote
code to inspect the stars across all of the images to
ensure that we were making the best possible choice
of comp star for sek photometry.

For each star in each image, we counted how many
sek-processed images contained that same star within
2′′ of RA and Dec. The coordinates were computed
as those that enabled the star to be identified in the
highest number of images. Any non-target star that
occurred in more than 75% of the images with pho-
tometry counts between 40,000 and 500,000 was
deemed as a potential comp. In this field of relatively
dim stars, only 5 candidates met these criteria. Three
of those were Comp Stars 1, 2, and 5 in the list of
visually-identified comps from Table 4. We decided to
call the other two automatically-identified stars Comp
7 and Comp 8. They are shown in Figure 8.

To ensure that the comp stars were not themselves
variable, all of their differential magnitudes were
plotted versus each other. This resulted in 4 comp-
versus-comp plots for each of the 5 candidates in 4
filters: a total of 80 plots, where 60 were unique
(e.g. Comp1/Comp8 contained the same informa-
tion as Comp 8/Comp1). Most of these showed flat
horizontal lines, as shown in Figure 9.

However, Comp 2 had a slight curve when plotted
versus all four other candidates. Although this elim-
inated it as a potential comp star for this study, its
curve may cause Comp 2 to become interesting in its
own right. If it is variable, it has an unknown period.
To disentangle what if anything might be going on
with this star, it would be necessary to continue mon-
itoring it. Also and perhaps significantly, Comp 2 was
the closest star to the bright star at the top of the star
field.

To determine which of the other comp star candi-
dates to use, we examined the remaining differential
magnitude graphs, looking for the flattest lines. It
was helpful to arrange the plots as a matrix in order
to disentangle the effect of one comp star from that
of another. For example, the curve shown for Comp
2 above should not eliminate the comp star against
which it was plotted, because this feature showed
up for all of the Comp 2 plots. In addition to exam-
ining the comp-versus-comp plots visually, we also
compared the standard deviations of the differential
magnitudes and the slopes from linear fits of each
graph, took into account the roundness, color, and av-
erage counts from the comp star candidate compared
to the target across all of our images, and compared
the scatter of the phased lightcurve of the system plot-
ted using sek photometry. So many competing factors
made the selection difficult, but in the end, we chose
Comp 1 as our comp star.
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Fig. 6. Differential magnitude of EPIC 201458798 in the Bessel B filter as a function of date (left) and as a
function of phase (right) using Comp 1, sek photometry, Kepler period.

CALCULATING THE PERIOD

To independently find the period of our EB, we
guessed the period in iterations of one second and
constructed the system’s lightcurve based on that pe-
riod. Since the period listed for this system on the
Kepler site was 0.6193964 days, we checked periods
within 0.4 days of that value. A correct period guess
should cause the fluxes to arrange themselves into a
recognizable lightcurve, as shown in Figure 10. How-
ever, visual examination of thousands of lightcurves
generated by incriminating the period guess by one
second was impractical and prone to subjectivity. In-
stead, an automated method was needed to deter-
mine which of the guessed periods was correct.

Two different phase dispersion minimization
(PDM) algorithms were employed to determine the
correctness of each period guess so that the results
could be compared for consistency. Both algorithms
operate under the assumption that if the guessed
period for a system is correct, then two points with
similar phase with also have similar flux, putting them
relatively close together in flux-phase space. This is
visually apparent in Figure 10. Within the tool, as the
slider is moved to adjust the period parameter p, the
correctness of any given period can be assessed by
how close the fluxes are for points that are adjacent

in phase.

PDM ALGORITHM 1: MINIMUM DISTANCE
METHOD FOR FINDING THE PERIOD

For the distance method, a period is guessed, and
the distance between adjacent points on the resulting
flux-versus-phase plot is computed using the distance
formula. Once all the distances between adjacent
points have been determined, these are summed, and
the result is stored in a list. Another period is guessed,
and the process is repeated. The minimum distance
sum will correspond to a flux versus phase plot in
which adjacent points are close to each other. For
example, the plot on the right of Figure 10 has a
smaller distance between adjacent points than the
plot on the left. Therefore, we can conclude that the
plot on the right’s corresponding period is more likely
to be the correct period for the system.(Dworetsky,
1983).

This process of guessing periods and computing the
distance sums continues until the range of periods
within ± 0.4 days of the Kepler period is exhausted,
iterating by 1 second. This range greatly exceeds
the period changes typically observed for EBs, which
are on the order of seconds per year (Lohr, 2012).
Since the Kepler period was computed only four years
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Fig. 7. Lightcurve in blue filter with various photometries, using Comp 1 as the comparison star, and using
the Kepler period to compute the phase.
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Fig. 8. EPIC 201458798 star field including the automatically-identified Comps 7 and 8 at right.

EBAmazingness/Figure_Comp.png

Fig. 9. A sample lightcurve for comp stars. All comp
lightcurves are shown in the supplemental docu-
ments.

before this project, the period is not expected to have
changed significantly in the interim.

PDM ALGORITHM 2: MINIMUM STANDARD DE-
VIATION METHOD FOR FINDING THE PERIOD

For the standard deviation method, a period is
guessed, and the resulting fluxes are sorted into bins
based on phase, as shown in Figure 11.

The fluxes with a phase from 0 to 0.1 are in the first
bin, 0.1 to 0.2 in the second, 0.2 to 0.3 in the third,
and so on. The standard deviation of the fluxes is

taken for each of the bins, the ten standard deviations
are summed, and then stored in a list. As before,
this process is repeated for every period within ±
0.4 days of the Kepler period, with increments of
1 second. The period given by this method is the
period guess that corresponds to the lowest standard
deviation-sum (Stellingwerf, 1978). This is because
the lowest sum indicates that the points within the
phase bins of the light curves have similar fluxes.

RESULTS

The best periods found by the algorithms above are
shown in Table 5, and the resulting lightcurves are
plotted in Figure 12.

ESTIMATING ERROR

There is no universally accepted way of finding error
for these types of algorithms, though many methods
have been suggested (Montogomery & Odonoghue,
1999). To obtain the error values shown in Table 5,
we used a method suggested by Michael Fitzgerald
(Fitzgerald, 2018a). The points of the plot in Figure
13 represent the PDM result, shown on the vertical
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Fig. 10. Hensley’s interactive Desmos tool demonstrating a more recognizable lightcurve and a smaller dis-
tance sum when fluxes (vertical axis) are plotted versus time over the course of one period for correct (p =
8.8) versus incorrect (p = 6.3) period (Hensley, n.d.).

Table 5. The best periods found by each algorithm for each filter for EPIC 201458798, compared to the
Kepler period of 0.6193964 days (53516 seconds).

Filter
Minimum

distance best
period (s)

Minimum
distance

best period
difference

from
Kepler (s)

Error
(s)

Minimum
standard
deviation

best period
(s)

Minimum
standard

deviation best
period

difference
from Kepler

(s)

Error
(s)

Bessel B 53491 -25 ±20 53516 0 ±20

Bessel V 53514 -2 ±8 53475 -41 ±45

SDSS r′ 53521 5 ±6 53517 1 ±12

SDSS i′ 53515 -1 ±8 53518 2 ±10

https://www.desmos.com/calculator/o3thrlvlvg
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Fig. 11. Method for finding the best period from the
sum of the standard deviations of the binned fluxes.

axis, as a function of period guess, which is shown
on the horizontal axis. The period that corresponds
to the lowest point on this plot is the period our al-
gorithm returns. We estimate the error of this period
as the width of the curve 5% of the way up from the
minimum. This gives an approximation of the amount
of scatter surrounding the period found by the algo-
rithm. The error estimates of Table 5 were obtained
visually by zooming in on the plot in the region of
the minimum. As is evident from the numbers in the
table, the period results that were the farthest from
Kepler’s showed the most evidence of scatter about
the minimum and therefore had the highest error.
The SDSS r′ and i′ filters had both the lowest error
and the closest period results to the period calculated
by Kepler.

The four filters and two algorithms used gener-
ated 8 PDM plots for sek photometry. As expected,
secondary minima were observed at semi-regular in-
tervals from the main minimum. For the red filter
distance algorithm, but not for the other filters or
for the standard deviation algorithm, the secondary
minima occurred with an interesting pattern, shown
in Figure 14.

CONCLUSION

We developed Python code to process time series data
from the six types of photometry that are returned by
the Our Solar Siblings pipeline, and to automate the
search for appropriate comp stars within that data
set. We found source extractor kron photometry to
be the most appropriate of the six for our magnitude
12 eclipsing binary system imaged with the 0.4m LCO

telescopes. We developed Python code to compute a
period for EPIC 201458798 according to two different
algorithms. Neither algorithm had a significant devia-
tion from the Kepler period, indicating the period has
not changed over the past four years since it was last
measured by Kepler.
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New distance estimates to RX Eri, an RR Lyrae
star in Eridanis, using near infrared photometry
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This paper presents the results of analysis of the RRab type star, RX Eri, building
on previous work to include light curves further into the infrared. This project has
yielded light curve results which have determined the period to 0.587 ± 0.005d, agree-
ing with prior research. The distance estimation using Period-Luminosity-Metallicity
relationships, V: 612± 27pc, i: 608± 21pc, z: 613± 23pc broadly agreed with Gaia DR2’s
estimation of 605 ± 11pc. These infrared filters yielded better estimations in terms of
error than those in the V band, although they all fall within the margins of error of
the measurements made.
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INTRODUCTION

RR Lyrae stars are used as tools to determine the
distance to star clusters in our galaxy which is made
possible by photometric analysis of their light curves
in a range of frequencies. This paper presents the re-
sults of one such analysis of the star, RX Eri, building
on previous work to include light curves further into
the Infra red. The use of RR Lyrae variable stars as
standard candles for the measurement of distances
and ages of globular clusters will be improved if the
error can be reduced by using filters in the near in-
frared (Caceres & Catelan, 2008).

Catelan et al (2004) demonstrated that more reli-
able distance calculations are possible when analysing
RR Lyrae stars in the near infrared compared to tradi-
tional optical observations. This analysis showed that
the Period-Luminosity relationship becomes more lin-
ear and tighter as the light frequency moves towards

the near infrared (V band r =0.19, K band r=0.9990)
(Catelan, Pritzl, & Smith, 2004). This relationship has
been shown to best suit the accurate determination of
distance using absolute magnitudes and most suited
to modelling the Period-Luminosity relationship in RR
Lyrae stars (Caceres & Catelan, 2008).

Observations of RX Eri demonstrate a reliable mea-
surement of its period and class (RRab) across many
authors (Carrillo et al., 1995; Kovacs, 2005; Neeley
et al., 2017; Andrievsky et al., 2017; Siegel, 1982). A
summary of RX Eri data is presented in table 1.

Metallicity measurements however are in stark con-
trast and and this represents a challenge to this study.
As Table 2 shows, there has been a large amount of
variability in the measurement of metallicity which
is difficult to critique without detailed analysis of the
various methods used. In the absence of this infor-
mation the calculations used for this paper, the value
determined by (Neeley et al., 2017) was selected as

https://doi.org/10.32374/atom.2020.1.2
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Table 1. RX Eri General Properties

Type Value Source

ICRS Ra 4 49 44.29 (Gaia et al., 2018)

Coordinates Dec -15 44 31.8

Period 0.587246d (Carrillo et al., 1995)

0.587247d (Kovacs, 2005)

0.587242d (Neeley et al., 2017)

Teff 6178K (Andrievsky et al., 2017)

6300K (Siegel, 1982)

Radial 80Km/s-1 (Andrievsky et al., 2017)

Velocity

Spectral Type F2D (Gaia et al., 2018)

Mv 0.41 (Siegel, 1982)

0.66 (Fernley, Carney, Skillen, Cacciari, & Janes, 1998)

0.54 (Woolley & Dean, 1976)

Vmag 9.72 (Kovacs, 2005)

9.70 (Carrillo et al., 1995)

9.69 (Muraveva et al., 2015)

O/Fe 0.52 (Andrievsky et al., 2017)

Na/Fe -0.37 (Andrievsky et al., 2017)
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it represented the measurement most related to the
time the photometric measurements were made and
is also a mode value of the data presented.

Table 2. Measurement of Metallicity of Rx Eri
from past studies

Fe/H Source

-1.07 Kovacs 2005

-1.18 Andrievsky et al 2017

-1.32 Butler 1975

-1.63 Fernley et al 1997

-1.33 Neeley et al 2018

-1.98 Muraveva 2015

-1.4 Skillen et al 1992

METHODS

Observations

The data upon which this project is based was gath-
ered using the Las Cumbres Observatory (LCO) 0.4m
SBIG telescopes at Siding Springs, (Australia), Suther-
land (South Africa), Cerra Tololo (Chile), Haleakala
(Maui) and Teide (Spain). This experiment is depen-
dant in the systems described in detail in Brown et al
2013 (Brown et al., 2013). The observational data,
consisting of sets of B, V, i and z optical images was
collected during a cadence of at least 70 observa-
tion opportunities as part of the Our Solar Siblings
(Fitzgerald et al., 2018) proposal between February
and April 2019.

Data gathered by the LCO telescope network was
optimised to ensure that the images produced met the
data collection needs but did not risk over-exposure,
avoiding an unquantifiable error in the photometric
measurements made. These optimal times were de-
termined using AstroImageJ software ( AstroimageJ )
to count the pixels within an aperture and compare
these to the sky background. In this manner the data
collected represented the radiation created by only
the target star. Optimal times for each band were
determined to be 3 seconds for the i band, 12 seconds
for z. 4 seconds for V and 13 seconds for B which
represented ≈ 100000 counts for RX Eri.

Photometry

The images and photometry were processed using the
Our SolarSiblings pipeline (Fitzgerald, 2018). The
SEK (Source Extractor Kron) files were found to pro-
duce the least variable photometry data and thus this
method was used (Bertin & Arnouts, 1996). This
data was then further processed by astrosource (As-
trosource). Astrosource identifies the most optimal
stars in the image with the lowest variability to use
as comparison star for each of the B, V, i and z fil-
ters used in this study. Astrosource analysis identified
6 standard stars, shown in Figure 1, with variabil-
ity between 0.01-0.03 that were used as comparison
sources. The known magnitudes are from APASS
(Henden et al., 2016) for B and V and from Skymap-
per (Onken et al., 2019) for i and z. The comparison
stars are listed in Table 3. These stars allowed the
extraction of a calibrated lightcurve in each of these
filters using differential photometry.

Fig. 1. Inverted image of the analysed starfield. Im-
age taken with SBIG 0.4m telescope operated by
Las Cumbres Observatory

The final lightcurves were identified using the
Phase Dispersion Method, coded by (Altunin, Caputo,
& Tock, 2020) to determine a period likelihood plot
(see Figure 3) and folded on the determined period
as shown below in figures 2-5.

In this paper we investigated the photometric prop-
erties of RX Eri using the robotic telescopes of the
Las Cumbres Observatory network. Filter bands B,V,
i, and z were captured using the 0.4m SBIG tele-

https://www.astro.louisville.edu/software/astroimagej/
https://pypi.org/project/astrosource/
https://pypi.org/project/astrosource/
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Table 3. Calibration Stars Used

RA Dec Filter Var Mag

72.30953 -15.7178 B 0.013 9.25

72.40799 -15.8093 B 0.030 8.77

i 0.012 7.90

z 0.014 8.16

72.39154 -15.6205 i 0.012 8.16

72.40968 -15.7428 V 0.017 10.99

72.47515 -15.7098 V 0.023 10.64

72.39157 -15.6205 z 0.010 8.24

scopes of this network, allowing determination of
light curves and an estimation of the distance to RX
Eri.

RESULTS

Fig. 2. Visual comparison of distance results from
this study compared to GAIA

Distance estimation equations rely on the complex
interactions of the chemical compositions of RR Lyrae
stars as well as their period of flux and luminosity.
Following the derived equations of (Bertelli, Bres-
san, Chiosi, Fagotto, & Nasi, 1994) which account
for the chemical composition of the target star in
it’s estimation of log (Z). The equation; log(Z) =
0.977Fe/H − 1.699 was used to determine the log(Z)
value for use in the distance calculations. Following
this calculation the value was incorporated into the
equations of period-luminosity-metallicity (Catelan
et al., 2004; Caceres & Catelan, 2008) used to deter-
mine the absolute magnitude and, hence, the distance

to RX Eri as estimated by each band:

Mv = 2.288 + 0.882logZ + 0.108(logZ)2 (1)

Mi = 0.908− 1.035logP + 0.220logZ (2)

Mz = 0.839− 1.295logP + 0.211logZ (3)

Incorporating the distance modulus mM = 5logd−
5 the distance (d) was determined for each band
analysed. The interstellar reddening, E(B − V ) ≈
0.011 was estimated by minimising the variance in
the distance across the three filters used. This value
was reasonable given the maximum reddening in this
direction of E(B − V ) ≈ 0.05 (Schlafly & Finkbeiner,
2011). Distance errors were incorporated the errors
in magnitude, period, metallicity.

The distance estimations using Period-Luminosity-
Metallicity relationships broadly agreed with Gaia
DR2’s (Gaia et al., 2018) estimation of 605 ± 11pc.
The distances are presented in Table 4 and shown
visually in Figure 2. The combined estimate of the
distance using all three of the V, i and z PLM estimates
is 611± 14pc.

Table 4. Distance Calculations

Filter m M Distance Error

(pc) (pc)

B 10.148±0.015

V 10.104±0.021 0.604 612 27

i 9.422±0.015 0.476 608 21

z 9.452±0.014 0.497 613 23

Light curves were obtained in each filter which
show a clear adherence to an RRab magnitude varia-
tion pattern. Comparing the V band results gained to
AAVSO data (see figure 8) it is clear to see that the
data gained for this study compares well to that of
other observers.

CONCLUSION

This research has determined the period of RR Lyrae
variable star, RX Eri to be 0.587 days, supporting the
research of several other groups (e.g (Carrillo et al.,
1995; Kovacs, 2005; Neeley et al., 2017). V band
light curves comparable to past research have been
generated and new observations in the near infrared
range (bands i and z) have been presented. The
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Fig. 3. PDM Likelihood plot in i band

Fig. 4. Light curve in B (890 Angstroms)

Fig. 5. Light curve in i (1290 Angstroms)
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Fig. 6. Light Curve in V (840 Angstroms)

Fig. 7. Light Curve in z (1040 Angstroms)

Fig. 8. Comparable V band data from AAVSO. After AAVSO 2005-19 accessed at AAVSO on 31.10.19

 http://www.astrouw.edu.pl/cgi-asas/asas_variable/044944-1544.5,asas3,0.5872453,-28307.5210,500,0,0
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distance estimations, V: 612± 27pc, i: 608± 21pc, z:
613 ± 23pc. and Viz: 611 ± 14pc. using the Period-
Metallicity-Luminosity relationships all agreed within
the errors with Gaia DR2’s estimation of 605± 11pc.
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In this study, we used 2.295 GHz radio telescope data to study synchrotron radiation
from Jupiter’s magnetosphere. We processed scans of Jupiter and calibrators taken
by the Goldstone Apple Valley Radio Telescope on various dates, developing and au-
tomating algorithms for outlier removal, baseline subtraction, and Gaussian fitting in
order to determine the peak intensity of each scan. Comparing the peak intensities
of Jupiter to those of the calibrators and the known fluxes of the calibrators, we com-
puted the flux of Jupiter on each scan. Plotting Jupiter’s flux against the longitude
facing Earth at the time of each scan revealed a periodic relationship between the
variables and thus a model for expected synchrotron flux from Jupiter observed at a
given longitude. This estimate can corroborate other flux measurements of Jupiter
at similar frequencies, such as those taken by the microwave radiometer on the Juno
probe.
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INTRODUCTION

On August 5, 2011, NASA launched Juno, a satellite
headed for Jupiter to measure key data and answer
questions about the the gas giant. The spacecraft’s
ability to get within close proximity of Jupiter pro-
vided the opportunity to acquire unprecedented data,
elucidating its atmospheric composition (including
the amount of water in its atmosphere), its magnetic
and gravitational fields, and the history of its forma-
tion. But many of these measurements must take into
account the synchrotron radiation due to Jupiter’s

strong magnetic field and radiation belt (Kollmann,
2017).

In this paper, we investigate how Jupiter’s syn-
chrotron radiation varies with the geometry of an
observer. Using Earth-based telescopes, we can study
the intensity variation as a function of Jupiter’s Cen-
tral Meridian Longitude (CML). This model can then
enable more accurate measurements of other radia-
tion (such as those taken by Juno) and the molecules
that attenuate it. For example, the microwave and
radio intensity of Jupiter is largely attenuated by the

https://doi.org/10.32374/atom.2020.1.3
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presence of water and, to a smaller extent, ammonia.
Understanding the degree to which the core’s ther-
mal radiation is attenuated by these molecules may
provide a means of more accurately estimating their
concentrations beneath the cloud tops, which could
then give clues about the composition and formation
of Jupiter’s core. Since synchrotron flux is intermin-
gled with the core’s thermal radiation, our separate
measurement of it provides a means of disentangling
its effect.

Understanding how much these molecules attenu-
ate the thermal radiation from the core may provide
a greater understanding of how much water and am-
monia exists under the cloud tops, which could then
give clues about the composition and formation of
Jupiter’s core.

For Earth-based observations of Jupiter’s syn-
chrotron radiation, we used data from the Goldstone
Apple Valley Radio Telescope (GAVRT) (Figure 1).
The dataset, initially received from Dr. Thangasamy
Velusamy, and later queried directly from databases
at the Lewis Science Center, contains data from tele-
scope scans of Jupiter, as well as scans of calibrators
taken on the same days. These data allow one to
compare the telescope offset (varying linearly with
time as the telescope sweeps past the target) with the
temperature of the antenna (indicating intensity of
the signal) during each scan.

Fig. 1. The Goldstone Apple Valley Radio Telescope
(GAVRT) (Goldstone Apple Valley Radio Telescope
(GAVRT), n.d.).

SYNCHROTRON RADIATION

Synchrotron radiation is the result of electrically
charged particles following a curved path at relativis-

tic velocities (Nave, n.d.). Synchrotron radiation is
highly beamed along the forward direction of particle
movement.

Fig. 2. Diagram showing synchotron emission emit-
ted by electron in the direction of its motion while
spiraling around Jupiter’s magnetic field lines.

Jupiter has a strong magnetosphere, or magnetic
field, which is thought to be produced by metallic
hydrogen in its core (Greicius, 2018). Jupiter’s high
pressure effectively condenses hydrogen gas into a
molten flow of elementary particles. The electrons
in this flow are accelerated to relativistic speeds as
they spiral around Jupiter’s magnetic field lines due
to Jupiter’s magnetosphere (Figure 2). Most spiral-
ing electrons lie in Jupiter’s central radiation belt,
which is titled relative to the ecliptic. While spiraling
around magnetic field lines in the radiation belt, elec-
trons emit synchrotron radiation in the plane of the
belt. The orientation of this plane relative to Earth
determines if the radiation is observed by Earth-based
telescopes, as demonstrated in Figure 3.

As Jupiter rotates (with a period of approximately 9
hours, 56 minutes), an observer from Earth faces not
only different longitudes, but also different parts of
its radiation belt. When looking directly at the central
radiation belt, synchrotron radiation is expected to
increase; when looking above or below it, synchrotron
radiation is expected to decrease. Due to this wobble
effect, we expect to see two minima (a sighting above
and below the central radiation belt) and two maxima
(two sightings at the radiation belt) each period. The
"beaming curve" is a measure of flux as a function of
CML; that is, how much radiation is received during
scans of Jupiter as the planet rotates.
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Fig. 3. Map of Jupiter’s synchrotron emissions at 1.4 GHz (Santos-Costa et al., 2017). Note that in a sin-
gle scan of Jupiter, only one peak value is observed due to the geometrical perspective of Earth relative to
Jupiter’s radiation belt at that point in Jupiter’s rotation.

GAVRT SCAN PEAK INTENSITY COMPUTA-
TION

We used scans taken by the GAVRT telescope over
January 8, 2018, and January 29-30, 2018.

First, outliers were removed from the scans. For
measurements outside the peak (defined by those
outside 0.3 degrees of offset from the center offset
of 0), a measurement was considered an outlier if it
fell considerably above or below the adjacent mea-
surements. To implement this mathematically, we
multiplied the differences in scan intensity between
the measurement and the adjacent measurements –
if this product lied above some threshold, the mea-
surement was an outlier. Outliers were replaced by
the average of the adjacement elements. A threshold
of T = 10−3 seemed to remove a reasonable number
of outliers while minimizing the introduction of stray
data points.

To remove the baseline, the noise-reduced curve
that lay outside of 0.3 degrees of offset from the target
was fit to a quadratic, as most scans have baselines
that can be well-approximated by a second-degree
polynomial. Then this baseline fit was subtracted

from the data, which placed almost every measure-
ment that was not a part of the peak near zero.

We fit what was left over after baseline subtraction
from each scan to a Gaussian curve, as shown in
column 3 of Figure 4.

Let x represent the offset and y the noise-reduced,
baseline-subtracted flux data. Then the Gaussian dis-
tribution is given by three parameters: a, µ, and σ,
where a represents the maximum intensity, µ rep-
resents the offset of the central maximum, and σ
represents the standard deviation.

y(x) = ae
−(x−µ)2

2σ2 (1)

Attempting to fit a Gaussian to each scan led to
some inadequate fits that failed to represent the true
maximum intensity. For example, at times the peak
of the scan occurred far to the right of central offset.
Upon performing a live scan controlling the robotic
GAVRT telescope, we discovered that such a false
peak may occur when the telescope re-centers after
scanning past Jupiter. In order to ensure that the peak
is located at the central offset, we introduced bounds
on the µ parameter of the Gaussian fit: −0.3 < µ <
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Fig. 4. Some example plots of signal data at each stage of processing (from left to right: original, noise re-
moved, baseline subtracted, Gaussian fit). The top row shows a calibrator scan, while the bottom row shows
a Jupiter scan.

0.3, where µ represents the offset. Such bounds were
enforced through the use of the trust region reflective
optimization algorithm.

Similarly, it is important that the half-power width
remain reasonably constant between scans. Solving
for x in (1) to find the offset at which the half-intensity
is reached, we find

x = µ±
√
−2σ2 ln y

a

The half-intensity of the curve is y(µ)/2 = a/2.
The half-power width is the distance between the

possible x-values (representing offsets) at this half-
intensity, namely

Hp = 2
√
2 ln 2|σ| (2)

Thus the half power varies linearly with σ, and we
may compute it accordingly. Correspondence with Dr.
Velusamy suggested that, from the scan frequency of
2.295 GHz and the telescope diameter of 34m, the
half-power width should be fixed to within 20% of
0.225. By (2), we have that σ must lie within 20% of
0.0955–these bounds were also incorporated into the
curve fitting algorithm.

COMPUTATION OF FLUX

Before and after scanning Jupiter, telescopes take
scans of a calibrator in order to account for telescope
area and other environmental factors such as daily
weather conditions. The fundamental principle that
allows for such a correction is that, at a given time,
the peak intensity of a scan of an emitter (in Kelvin)
is proportional to the flux of that emitter (in Janskys).
We refer to this ratio the antenna gain.

The relevant constant of proportionality for a given
measuring device and set of environmental conditions
can be determined by scanning a calibrator for which
the flux is known. For the January 8 scans, quasar
3C295 was used as a calibrator; on January 29-30,
radio galaxy 3C353 was used. The data from quasar
3C295 was later discarded, as this calibrator’s sub-
optimal elevation on the date of the scans seems to
have compromised the corresponding measurements,
as discussed below.

Let I denote the peak intensity (in Kelvin) and F
denote the flux (in Janskys) for a given source. The
subscripts ’c’ and ’j’ denote the calibrator and Jupiter.
Then it follows from the antenna gain relation that

Fj

Ij
=
Fc

Ic
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Thus we may compute the flux of Jupiter as fol-
lows:

Fj = Ij
Fc

Ic
(3)

Using the algorithm in the previous section, we
compute the peak intensity for Jupiter (Ij) at each
scan, and the mean peak intensity of all calibrator
scans on that day (Ic). The mean calibrator intensity
is used because there is only one telescope, so the
calibrator scans cannot be conducted at precisely the
same time as the Jupiter scans. This averaging is ac-
ceptable since both calibrators are considered ’stable’
sources (Perley & Butler, 2013).

It remains to find Fc. From (Perley & Butler, 2013),
we have that the flux density S of a quasar can be
approximated as a polynomial expression of the form

log(S) =
N∑

n=0

an log(vG)
n

where vG is the frequency in GHz. Our scans are
taken at a frequency of 2.295 GHz. From the coef-
ficients given in the paper, we compute the flux of
calibrator 3C295 to be 14.34 Jy, and the flux of cali-
brator 3C353 to be 39.62 Jy. From these values and
the antenna gain relation, we may compute Fj at
each scan according to (3).

Across multiple scans, the distance from Earth to
Jupiter may vary, affecting the amount of flux received
by our telescope by the inverse square of the distance.
Although the variation of distances in our dataset
is small, it is important that distance be taken into
account for future studies with more scans. We nor-
malize all fluxes to the minimum distance of Jupiter
from Earth, 4.04 AU. The normalized flux FJ can be
computed from the distance d from Jupiter to Earth,
and the previously computed flux Fj by

FJ = Fj

(
d

4.04

)2

RETRIEVING EPHEMERIDES DATA

In order to understand how the flux varies with
other features of Jupiter and its orbit, we accessed
the HORIZONS Ephemerides data set. We used the
astroquery package to retrieve the data with the
target body code of Jupiter (599) and the observer
location code for the telescope at the Goldstone Deep
Space Communications Complex (257). This allowed

us to query important data from Jupiter, such as the
CML at the time of the scan, and collect them into a
table such as Table 1.

The Central Meridian Longitude in Table 1 "is based
on the ‘System III’ prime meridian rotation angle of
the magnetic field” (Giorgini et al., 1996). As the CML
changes, the orientation of the magnetic poles rela-
tive to an observer viewing the longitude changes as
well, thus affecting the magnitude of the synchrotron
radiation emitted.

Table 1 shows data from eight example scans, com-
posed by combining the peak intensities as computed
from the GAVRT data with CML and Earth-Jupiter dis-
tance data queried from the HORIZONS Ephemerides
database.

MODELING SYNCHROTRON FLUX AS A FUNC-
TION OF CML

Figure 5 shows Jupiter’s flux (both scaled and un-
scaled for the Jupiter-Earth distance) plotted against
the Central Meridian Longitude at each scan, thus
producing a rough model of Jupiter’s synchrotron
radiation as a function of longitude.

The fluxes measured on January 8 using calibrator
3C295 do not produce a smooth curve, suggesting
that it is not an appropriate calibrator, likely due to
its high elevation relative to Jupiter. The elevations
are compared in Table (2).

The two largest outliers are removed in both plots.
We may justify their removal through their poor Gaus-
sian fits and thus inaccurate peak intensity, as shown
in Figure 6.

To generate a continuous beaming curve, we fit a
polynomial model to the 3C353 data. While there was
not sufficient data to establish a true periodic fit from
a Fourier basis (sum of trigonometric functions), we
required the polynomial fit to be semi-periodic – that
is, have equal first derivatives at its endpoints: f(0) =
f(1) and f ′(0) = f ′(1). The coefficients with these
constraints imposed were determined by Levenberg-
Marquardt least squares optimization to minimize
residuals. Let c represent CML measured in degrees.
Then the flux f(c) as a best-fitting polynomial is given
by (4), and plotted in Figure 7 (left).
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Scan CML (◦) Jupiter-GAVRT (AU) peak intensity (K) Raw Flux (Jy) Normalized Flux (Jy)

4775 204.0 5.5174 0.68 3.40 6.34

4776 205.5 5.5174 0.57 3.42 6.37

4777 208.4 5.5174 0.63 3.49 6.52

4778 209.8 5.5173 0.60 3.42 6.39

4779 212.1 5.5173 0.71 3.52 6.56

4780 213.6 5.5173 0.67 3.40 6.35

4781 215.5 5.5172 0.69 3.51 6.55

4782 216.9 5.5172 0.70 3.47 6.48

Table 1. Example scans with fluxes computed from integrated HORIZONS and GAVRT data.

Source Mean Elevation Std. Dev. Elevation

3C295 61.0 9.5

3C353 43.1 10.1

Jupiter 33.6 4.3

Table 2. Elevations of Jupiter and Calibrator Quasars

Fig. 5. Plots of CML v. Flux of Jupiter’s synchrotron radiation measured with different calibrators. (Calibrator
3C295 used on January 8, 2018; Calibrator 3C353 used on January 29-30, 2018.) The right plot is scaled for
inverse-square of Jupiter-Earth distance.
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Fig. 6. Scans with poor Gaussian fits and outlying peak intensities, shown at each stage of processing (from
left to right: original, noise removed, baseline subtracted, Gaussian fit).

f(c) =906.734
( c

360

)7
− 2961.63

( c

360

)6
+ 3638.27

( c

360

)5
− 2056.70

( c

360

)4
+ 514.6

( c

360

)3
− 42.66

( c

360

)2
+ 1.472

( c

360

)
+ 6.189

(4)

The polynomial function fit well, with a residual
square sum (RSS) of 7.94. However, we also believed
a sinusoidal function would have made more logi-
cal sense in an astronomical context. A piecewise
sinusoidal function was manually found to fit the
data, given by (5) and shown in Figure 7, with a
worse residual sum of squares of 9.23 The piecewise
function was necessary as the plot has different am-
plitudes for the first and second peaks. Residual plots
for each curve are compared in Figure 8.

f(c) =

{
−0.44 cos (0.037(c− 35)) + 6.72 c < 130

−0.37 cos (0.037(c− 197)) + 6.82 c ≥ 130

(5)
We believe the trigonometric piece-wise function

(5) could be beneficial with more data as it makes

more intuitive sense given the periodic nature of the
system, but the seventh-degree polynomial fit (4),
with a lower RSS and its continuity, should be used
for this dataset. We also attempted to find a two-
frequency model of the form a0+a1 cos (b1(x− δ1))+
a2 cos (b2(x− δ2)), but were unsuccessful in finding
an adequate fit.

The minima occur at 0◦ and 208◦ for the polyno-
mial and 35◦ and 267◦ in the trigonometric model. De-
spite the better fit of the polynomial model, the model
constructed by Levin et al. place the first minima at
approximately 35◦, agreeing with the trigonometric
fit (Levin, Bolton, Gulkis, & Klein, 2001).

FUTURE WORK

Volcanic activity on Io may interfere with Jupiter’s
magnetic field, which could account for other un-
explained variation in fluxes at the same longitude
between scan dates (Observing Jupiter Radio Storms:
Past, Present, and Future, n.d.). Radio bursts from
Io in decametric wavelengths are known to affect
electrons in Io’s field (Clarke et al., n.d.). For future
research, it may be useful to compare Jupiter’s syn-
chrotron flux at a given longitude with the relative
location of Io. It would be necessary to remove the
beaming curve, the flux density as a function of CML,
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Fig. 7. Beaming Curve Fits: Semi-periodic polynomial fit from equation (4) (left); Sinusoidal piece-wise
regression for the Flux vs. CML plot (5) (right).

Fig. 8. Residual plots of semi-periodic polynomial model (left) and piecewise trigonometric model (right).

to see this. To demonstrate how such an investigation
might proceed, we queried the line of longitude on
Jupiter nearest to Io’s location at each scan time, and
computed the difference between Io’s Longitude and
the CML of Jupiter that is facing Earth. We plotted

this longitude difference against the residuals of the
beaming curve, but no general trend was observed. If
Io did significantly affect the intensity of synchrotron
radiation, we would expect to observe a peak at 0 in
Figure 9. However, we had a limited range of dates
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of GAVRT data; further research should of course be
conducted with a larger dataset.

Fig. 9. Longitude Difference between the Io and
Jupiter plotted against the residual between the
estimated and actual flux from each function.

UV radiation from the Sun may also affect Jupiter’s
radiation belt and thus synchrotron emission. While
solar flares and coronal mass ejections would take
years to reach Jupiter and have a noticeable effect,
UV radiation only would take approximately 43 min-
utes (traveling at light speed). Thus the effect of
UV radiation (reaching Jupiter at various intensities
as its orbital radius changes) could be investigated
by examining a beaming curve such as that of Fig-
ure 8 observed over many more periods of Jupiter’s
rotation.

CONCLUSION

We developed code to model the flux of synchrotron
radiation in Jupiter’s magnetosphere as a function
of longitude. We implemented procedures for noise
removal, baseline subtraction, and Gaussian fitting
to find each scan’s peak intensity. We then found
the antenna gain ratio in order to compute Jupiter’s
flux from its scan intensity, as well as the scan in-
tensities and known flux of each calibrator quasar.
We scaled the flux for distance so fluxes can be com-
pared between other scans when Jupiter is closer or

farther from Earth. We found a periodic relationship
between Jupiter’s longitude and synchrotron flux, and
fit a predictive mathematical model to this end. This
model may help to inform the amount of 2.295 GHz
radiation contributed by various sources to the mea-
surements taken by the Juno probe.
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Exoplanets have become a very active focus of research in the past few years. This is
especially true now as the Transiting Exoplanet Survey Satellite (TESS) was launched
in April of 2018 and is expected to find thousands of potential candidate exoplanets
every year, with the expectation that students and pro-ams will undertake much of
the follow-up work. This paper presents a worked example for those intending to
get started with observing exoplanets. We analyzed the transit of the planet HAT P-
56 b utilizing data from Las Cumbres Observatory (LCO) Telescopes and two python
scripts. One of the scripts, Exorequest, assists with planning the transit observation
while the other, astrosource, automates much of the photometric processing of the
transit. While this method uses the LCO data and scheduler, this method will work
with any typical optical images.
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INTRODUCTION

Since the discovery in 1992 of the first exoplanet
orbiting a pulsar (Wolszczan & Frail, 1992) and sub-
sequent 1995 discovery of an exoplanet orbiting a
main-sequence star (Mayor & Queloz, 1995), the
study of exoplanets has recently exploded, and it will
continue growing exponentially into the future. The
growth of this field has led to both the discovery of
new exoplanets and detailed analysis of known exo-
planets, including study of their atmospheres (Seager

& Sasselov, 1998) and potential habitability (Seager,
2013).
The radial velocity method and the transit photometry
method have been the two detection methods respon-
sible for most of the exoplanet discoveries. The radial
velocity method, proposed in 1952 by Otto Struve
(Struve, 1952), finds exoplanets through the obser-
vation of Doppler shifts in the parent star’s spectrum.
Transit photometry detects exoplanets through the
slight dimming of a star as the planet passes between
the star and Earth (Deeg & Alonso, 2018).

https://doi.org/10.32374/atom.2020.1.4
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There have been numerous ground-based searches for
exoplanets. For example, WASP (Queloz et al., 2010)
is one of the most successful ground-based search
programs that uses the transit method, as it has dis-
covered over 100 exoplanets. Another example is
HATNet (Bakos, 2002), or the Hungarian Automated
Telescope Network, which is a set of six robotic tele-
scopes that has discovered several tens of exoplanets
since 2003.
There have also been several space-based searches
that have been incredibly successful. The Kepler Mis-
sion (Borucki et al., 2010) discovered and confirmed
over 2000 exoplanets. After one of its gyroscopes
failed, it changed its mission, now referred to as K2,
and discovered more than 2000 exoplanets. It was re-
tired on October 30, 2018 due to fuel depletion. The
Transiting Exoplanet Survey Satellite (TESS) (Ricker
et al., 2014), launched in April, 2018, also utilizes
transit photometry, and is expected to find 20,000
exoplanets within 2 years. All of these exoplanets
are catalogued in NASA’s Exoplanet Archive, which is
freely available to anyone to conduct further analysis.
The example in this paper uses data requested from
the Las Cumbres Observatory (LCO) global telescope
network (Brown et al., 2013). The process can be ap-
plied to non-LCO observatories by using Exorequest
as a planning tool and undertaking the observations
with the different telescope. These images can then
be run through the OSS Pipeline (M. Fitzgerald, 2018)
to undertake photometry measurements on the im-
ages.
This paper intends to present an efficient method
for exoplanet transit observation, analysis and mod-
elling, particularly useful for new entrants into the
field, for pro-amateurs, as well as those within stu-
dent research projects (Fitzgerald, Hollow, Rebull,
Danaia, & McKinnon, 2014) and those involved in ed-
ucation programs using the various robotic telescope
programs around the world (Gomez & Fitzgerald,
2017). The process is intended to be as robust as
possible providing professional quality results. This
paper describes in detail: 1) the selection procedure
for picking a target, 2) the short script used to re-
quest the images, 3) the process used to extract the
light curve data from the observed images, and 4) the
process used to fit a model transit to the data.

TARGET SELECTION

As this was the first time the first author had observed
an exoplanet transit, an object that would have a high

likelihood of successful observing and analysis was
picked. The following steps were used to select the
target.

1. To select an exoplanet to observe and track, the
NASA Exoplanet Archive was used (see Figure
1).

2. After clicking on "Confirmed Planets", click on
"Select Columns" as seen in Figure 2. Then, check
the boxes for Transit Depth, Duration, and Mid-
point as seen in Fig 3 and RA and Dec in decimal
degrees as seen in Fig 4.

3. An optical magnitude of <12 was selected, to
ensure the object would be bright enough to
image on the 0.4-meter LCO telescopes. These
telescopes can easily observe dimmer exoplan-
ets, but longer exposures would be necessary.
A rough limit with the present cameras (SBIG
STX6303) is 15th magnitude, where the optimal
exposure time becomes ≈400 seconds with a w
filter.

4. A short period was also queried to allow for mul-
tiple attempts to observe the transit. As not ev-
ery attempt to observe a given transit will be
successful, mainly due to weather or competing
observers, a shorter period allows more possi-
ble attempts within a given time period. This
is particularly important as an exoplanet with a
longer time between transits might only allow
for a small number of periods to be observed
within a given timeframe, while a shorter period
planet might allow for many more transits to be
observed.

5. The search was further narrowed to select for a
transit depth of >1% as the bigger the transit
depth, the more noticable the transit would be
on the light curve during analysis. The choice of
1% is because this is the rough level of scatter
for an earth-bound observatory on a typical good
night.

6. An appropriate right ascension (RA) of between
[30,90] degrees, which contains the optimal RA
value for the given time of the year, 60 degrees,
was selected. Targets near this value will be in
the sky for the longest period of time over the
course of the night for any given observatory. We
provide a rough list of best RA values for a given
time of the year in Table 1.
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There were only a few options of exoplanets that
fit all of these criteria to observe, one of which was
HAT-P-56 (Hartman et al., 2015). It had a relatively
large transit depth, and was very close to the optimal
RA. It turns out that HAT-P-56 also has a relatively
short transit duration and period, so that meant it
was possible to make many observations in a short
timespan.

Fig. 1. NASA Exoplanet Archive. Click on "Con-
firmed Planets."

Fig. 2. Click “Select Columns.”

USING EXOREQUEST TO REQUEST IMAGES

Exorequest (available here) is a short python script
able to be run online to plan observation times for a
given exoplanet transit. It can automatically submit
a request to the LCO scheduler, although it can
also be used to estimate transit times for any given
observatory.
It uses Google Colaboratory for collaborating in
Python with other individuals over the internet. To
use the version online, a copy will need to be made
(File menu -> Save a copy in Drive).

Fig. 3. In the NASA Exoplanet Archive check the
boxes for Transit depth, Transit Duration and Tran-
sit Midpoint and for RA and Dec (decimal degrees).
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Table 1. Preferable right ascensions based on the time of year in both degrees and hours.

Month Right Ascension(◦) Month Right Ascension(◦) Month Right Ascension(◦)

January 120 (45-195) May 240 (165-315) September 0 (285-75)

February 150 (75-225) June 270 (195-345) October 30 (315-105)

March 180 (105-255) July 300 (225-15) November 60 (345-135)

April 210 (135-285) August 330 (255-45) December 90 (15-165)

Month Right Ascension(hrs) Month Right Ascension(hrs) Month Right Ascension(hrs)

January 8 (3-13) May 16 (11-21) September 0 (19-5)

February 10 (5-15) June 18 (13-23) October 2 (21-7)

March 12 (7-17) July 20 (15-1) November 4 (23-9)

April 14 (9-19) August 22 (17-3) December 6 (1-11)

Table 2. Data needed for ExoRequest to calculate optimal beginning and end times of observation as
well as request exoplanet transit images from the Las Cumbres Observatory telescope network.

Object requested HAT-P-56b notes

Transit Midpoint 2456768.50899 BJD preferably, although

HJD or JD is approximately correct

Transit Duration (hrs) 2.30 Use decimal format in hours.

Period (days) 2.790830 Orbital Period in days

Period Multiple 1 This value represents which transit

in the future you would like to observe.

1 is the next transit, 2 is the transit after that,

3 is the transit after that and so forth.

Optical Mag 10.908 This magnitude is provided in the

Nasa Exoplanet Archive.

If V band is not available

use the Gaia G band.

Exposure Time 0 Set to 0 and it will calculate for you.

RA 100.848038 Use decimal format.

Dec 27.252293 Use decimal format.
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Fig. 4. In the NASA Exoplanet Archive check the
boxes for Transit depth, Transit Duration and Tran-
sit Midpoint and for RA and Dec (decimal degrees).

Table 2 shows the information that was needed to be
input into the ExoRequest script. This information
was obtained from the NASA Exoplanet Archive as
described above.
Several parameters are necessary to run the ExoRe-
quest script, all of which are noted in Table 2. The
transit midpoint, transit duration, period, RA, and
Dec can all be found in the various columns of the
NASA Exoplanet Archive, which was explored earlier.
"Period Multiple" tells the code to pick either the next
available transit (1) or the transit after that (2), and
so on.

HOW EXOREQUEST WORKS

Given an estimated period and an estimated time of
midtransit, ExoRequest first estimates the centrepoint
of the nth next upcoming transit, where n is given by
the value of "Period Multiple" set by the user. Even
with a global telescope network with multiple sites
and telescopes, such as LCO, it is usually unlikely
that any given transit is situated well in space and
time to be observed by any given observatory (or set
thereof). For LCO telescopes, the scheduler will tell
the user whether it is available or not. For non-LCO
telescopes, the user can set the longitude and latitude

of the observatory and ExoRequest will indicate if
the transit is observable. To find the next available
observable transit, the user needs to increase "Pe-
riod Multiple" by 1 until there is an observable transit.

ExoRequest takes the estimated transit centre-
point (Tc) and uses the provided estimate of the
transit duration, requested out-of-eclipse length
and the requested buffer to calculate the start
and beginning times of the transit observation. A
schematic diagram of this is shown in Figure 5. The
out-of-eclipse length is the amount of time, set by
the user, that should be observed outside of the
transit period. This should be an extended period
of time as it is necessarily to normalise the tran-
sit and to clearly see where the transit starts and ends.

The buffer value is a much smaller value that helps
with giving the LCO scheduler a little bit of "wiggle
room". For both an LCO and a non-LCO observer, this
also makes sure that the transit is still observed even
if the timings of the transit center or period were
slightly misestimated. ExoRequest will also estimate
the exposure time and number of exposures needed if
provided a visual magnitude estimate. These values
can also be overridden for different filter sets and
cameras.

OBSERVATIONS

Images were obtained by the Las Cumbres Observa-
tory (Brown et al., 2013) 0.4-m telescope located at
the McDonald Observatory in Texas, which has been
in operation since its installation in April 2012. The
network of 0.4-m telescopes were equipped with CCD
cameras (SBIG STX6303) with 4K×4K pixels, each
of which is 0.57 arcseconds square. This gives the
telescopes a total Field of View (FoV) of 19 × 29
arcminutes. In our observations, the w-band filter
was used to maximise sensitivity and minimise the
exposure time per image. The data came from two
separate dates: Dec 7, 2018 (624 images) and Dec.
4, 2018 (426 images).

DATA ANALYSIS

The data, consisting of 1050 images over two different
transit periods were processed by the OSS Pipeline
(M. Fitzgerald, 2018). This pipeline automatically
reduces the images and performs photometry on each
one, providing multiple types of photometry. The
type of photometry selected for use in this study was
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Fig. 5. A schematic diagram of the various aspects that ExoRequest takes into account when choosing a begin-
ning and end time of observation.

PSFEx (Bertin, 2011) Point-Spread-Function (PSF)
photometry. PSF photometry, when available and
feasible, generally provides a higher signal-to-noise
than traditional aperture photometry (Heasley, 1999).
The use of the pipeline can be bypassed by using
LCO provided images which already contain Source
Extractor (Bertin & Arnouts, 1996) Photometry.

The astrosource python script was used to extract
the transit lightcurve from the photometry for each
image. The process is described in the following steps:

1. Before starting the process of running each
python script, all the observations from a single
period must be inserted into the ‘inputs’ folder.

2. The script sorts through the images and finds the
image with the most stars detected by the pho-
tometry. That image will be used as a reference
frame.

3. After selecting the reference image, the program
then sorts through the images and removes the
target star as well as any stars that have total
counts that are too high (usually 1000000) or
too low (usually 10000). This means that stars
that have counts that are too high (nearing satu-
ration) and stars with too few counts to achieve
a high enough signal-to-noise are both removed.

4. Each image is then reviewed for the number of
stars detected. If there are too few stars detected,
the image is rejected from the analysis. At the
end, the script will output a list of potential com-
parison stars that have a sufficient brightness and
exist in every single image. It will also list out

all the images that it plans to use that have not
been rejected.

5. The next step picks out the specific comparison
stars to be used. Every potential comparison
star’s variability is measured. Essentially, all the
counts of the comparison stars are added up to
create a larger comparison star, and every indi-
vidual comparison star’s variability will be com-
pared to the sum of all the comparisons. Then,
any star with variability greater than 3 times the
standard deviation of the variability is not in-
cluded in further searches. The process repeats
until no comparison stars are rejected and a list
of potential comparison stars and their variability
is listed.

6. Finally, the potential comparison stars are sorted
in order of increasing variability. Comparison
stars are then picked from this list in order, un-
til either the total number of counts exceeds
1000000 ADU, or if the variability of the star
exceeds a specific threshold (in this case, 0.025
mag was used). This leaves us with a list of the
least variable, optimal, set of comparison stars
to be used with this specific dataset.

7. The second last step essentially generates the
light curve for the exoplanet using differential
photometry against the sum of the identified
comparison stars.

8. The final step is to subtract and even out the
baseline of the curve using the out-of-transit ob-
servations - removing any slight trends over time
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in the data and normalising the data - as well as
remove any outlier data points that might cause
some issues when trying to fit a curve. Prior to
this detrending, the transit looks like Figure 6.
The slight trend can clearly be seen as well as
some obviously poor data values at the end of
the transit.
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Fig. 6. Light curve for the data from the LCO tele-
scopes from Dec 4, 2018

FITTING A MODEL USING ASTROIMAGEJ

After producing the transit lightcurve from our data,
the next step was to fit a transit model to the light
curve. To do this, a version of ImageJ known as
AstroImageJ (Collins, Kielkopf, Stassun, & Hessman,
2017) was utilized. The steps are outlined below.

1. The first step is to ensure that all earlier AIJ
preferences for the multiplot function have been
reset to default.

2. First, the table with the data from the light curve
produced by the astrosource scripts must be
opened by clicking "Open Table From File" in
the "File" dropdown. Then, in the main window,
select X-data to be "Col_1," select Y-data to be
"Col_2," check the "Input in Mag" button, and
change the colour to Black. Changing the colors
will allow for better recognition of the various
parts of the fit, and therefore those mentioned in
this paper are entirely arbitrary. Finally, ensure
to set the "Fit Mode" to the icon that looks like
an exoplanet transit.

3. In the Fit Settings window, go to the Plot Settings
box. Change the Model line color to "Red" and set
the thickness to 3. Furthermore, change both the
Residual line color and Symbol Color to purple,
and change the shift as much as necessary to
clearly separate the two plots such that there is
minimal overlap. The settings for the colour and
the line thickness are selected to allow for easier
analysis of the visualised data.

4. Specify in the same window the estimated period
of the exoplanet transit and the radius of the
star. It is the radius, not the other values, that
is essential as this is used to estimate the true
radius of the exoplanet. The other star parameter
values have no effect on the measurement.

5. If the orbital eccentricity is known beforehand,
uncheck the "Cir" box (which would automati-
cally assume a circular orbit) and enter in the
eccentricity (and if available, the omega value).

6. Next, uncheck the "Auto Update Priors" box. Go
to the EXOFAST - Quadratic Limb Darkening web-
site which interpolates the (Claret & Bloemen,
2011) quadratic limb darkening tables and enter
the temperature value, the log(g) value and the
[Fe/H] value for your star as well as selecting
the filter used. Clicking submit will output two
values. The left value is for Quad LD u1 and the
right value is for Quad LD u2 which can then be
entered into the fit window. If sufficient informa-
tion about the star is not available, select both
Quad LD u1 and Quad LD u2 as 0.3, which is
the default value. At this point, Quad LD u1 and
Quad LD u2 can be set to Lock.

7. Set Baseline Flux (Raw) to lock and uncheck use.
Change the value of Prior Centre until the out-
of-transit lightcurve data roughly lines up with
1.00 on the y-axis.

8. Set Tc to Lock and uncheck use. Change the
value of prior center until it is roughly the value
of the center of the transit and unlock it.

9. At this point, it will be necessary to adjust Prior
Centers for Rp/R*, a/R*, Tc and Inclination until
a suitable model is autofit. The key is to attempt
to minimize the residual RMS value. You may
need to lock or unlock some of these values at
various times.
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10. Once a reasonable fit has been acquired, in the
“Fit Settings” window, go to file menu and select
“save fit results as text file”, this will save the
results of your curve to a text file. The most im-
portant parameter is the “Planet Radius (Rjup)”
which provides the radius of the planet in terms
of the radius of Jupiter.

Fig. 7. Light curve for the data from the LCO tele-
scopes from Dec 4, 2018

Fig. 8. Light curve for the data from the LCO tele-
scopes from Dec 7, 2018. The data from this period
appeared to be significantly more noisy and less
easily decipherable compared to the other transit.

RESULTS

We took observations of two different transits. The
first lightcurve observed is shown in Figure 7, and

Fig. 9. Fit reached through AstroImageJ.

the second lightcurve observed is shown in Figure
8. The first light curve shows a distinct dip, which
is representative of a transiting object. The second
curve was not the expected shape of a transit, as it
had a slight unexpected bump in the middle of the
dip and a much larger scatter in the data.
The lower quality data in the December 7th data
was likely due to poor weather and seeing at the
site at that time. This illustrates the point that even
when observations are made at high quality locations
with professional instrumentation, the high quality
requirements when observing exoplanet transits may
be thwarted by conditions outside of the observer’s
control, such as the weather. When attempting to fit
the second lightcurve with a transit model in AstroIm-
ageJ, a reasonable fit was not obtained due to the
quality of the data.
The December 4th transit lightcurve and the resulting
fit are shown in Figure 9. It has a relatively even base-
line alongside a very "clean" dip. The planet radius
calculated based on the fit settings we used here was
1.45Rj , which is quite close to the published radius
of HAT-P-56b of 1.466Rj (Huang et al., 2015).

DISCUSSION

It is particularly difficult to undertake exoplanet tran-
sit observations for beginning astronomers, and this
paper provides a simplified approach. This method
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enables pro-ams, students and teachers to pursue
amateur exoplanet research with a robust approach
that can eventually contribute to TESS follow-up and
other exoplanet projects, such as the Exoplanet Tim-
ing Survey (Zellem et al., 2020).

In particular, the use of the OSS Pipeline
(M. Fitzgerald, 2018) removes the necessity of un-
dertaking manual flat/bias/dark reduction (although
images provided by LCO are already corrected for
these instrumental signatures). The OSS Pipeline
automatically fixes header or WCS issues (and auto-
matically estimates a WCS where missing) as well as
calculates a variety of new useful header items. A
particularly useful example of header adjustment for
exoplanets is that the BJD is calculated and inserted
directly into the header and into a human-readable
filename. The use of the pipeline saves many hours
of tedious processing. It also performs all of the
photometry necessary, providing 3 PSF types and 3
aperture-based photometry methods, all undertaken
with professional level software.

The use of ExoRequest allows the accurate plan-
ning (and requesting, if using LCO) of a given exo-
planet transit. For a beginner, there is a lot to think
about when the transit occurs, when to begin and end
observing as well as whether the transit can be clearly
observed at a given site, date and time. For a more
advanced user, ExoRequest still acts to streamline the
selection and submission process for a given transit.

Through the use of astrosource, many of the time-
consuming considerations with regards to differential
photometry are taken care of as well as removing
multiple sources of potential mistakes and bias. For
instance, astrosource selects the least variable set of
stars within the provided data (as well as rejecting
known variable stars), allowing a selection of the
absolute best comparison stars in any field within
a specific set of data. This makes the selection of
comparison stars rapid and also the most optimised,
which is simply not possible with manual selection of
comparison stars. Astrosource also provides a detrend
function that removes any slight trends apparent in
an exoplanet lightcurve using the out-of-transit data.

The photometric output of astrosource can be im-
ported directly into AstroImageJ to use the inbuilt
modelling functionality that is available there. There
are plans in future to explore some of the more
advanced transit modelling packages available in
python. However, AstroImageJ is well known in the
pro-am community for exoplanet analysis and is a

good graphical way to explore modelling the transit
lightcurve.

CONCLUSION

Overall, through the use of ExoRequest, the as-
trosource scripts and AstroImageJ, we were able to
produce a robust plot of a transit lightcurve of the ex-
oplanet HAT-P-56 b. We did have to reject one of the
two observed transits due to poor seeing and weather
conditions at the time of observation. This method
streamlines many of the time-consuming processes
for planning, observing and analysing a given exo-
planet transit, provides professional quality results
while removing multiple layers of human-induced
error and bias.
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The eclipsing binary system EPIC 201826968 was imaged using the Las Cumbres Ob-
servatory Global Telescope Network with Bessel-B, Bessel-V, SDSS-r′ and SDSS-i′ filters.
AstroImageJ was used to determine the optimal exposure time for the images. We
coded a phase-dispersion minimization (PDM) algorithm and compared its result to
PyAstronomy’s PDM algorithm and both PyAstronomy’s and Astropy’s Lomb-Scargle
algorithms. Our distance PDM algorithm gave a period of 0.3617673 days, while the
PyAstronomy PDM gave 0.3617724 days. The Lomb-Scargle algorithms both gave very
different periods of near 1.83 days, possibly due to Lomb-Scargle’s reliance on a sinu-
soidal fit. Since Kepler measured a period of 0.3617589 days, and the average period
from the Python-coded and PyAstronomy PDM algorithms deviated from it by less than
a second, we concluded that the period of eclipsing binary system EPIC 201826968 has
not changed since Kepler’s observations.
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INTRODUCTION

An eclipsing binary is a type of binary star system
whose orbital shape and inclination causes one star
to block the other from Earth’s perspective. These
systems can be difficult to observe using traditional
optical methods, as many are physically so close to-
gether that they appear as one star. Therefore, it is
impossible to measure the position angle and sep-
aration of the stars in the system. However, their
orbits can be analyzed by measuring changes in light
intensity that occur during eclipses, when one star
passes in front of the other. These data can be used
to construct a lightcurve, in which normalized flux
is plotted versus phase, where phase is the fraction

of orbital period elapsed. Normalized flux is used
instead of light intensity in order to scale the graph
so that the average flux of data points outside of the
eclipse is 1. This provides a convention by which
eclipsing binary systems can be easily compared to
each other.

From analyzing the lightcurve, the period of an
eclipsing binary system can be determined. A sam-
ple lightcurve is shown in Figure 1. Due to their
small physical separation, eclipsing binaries gener-
ally have periods of less than a few days (Giuricin,
Mardirossian, & Mezzetti, 1983). Repeated measure-
ments of the system’s period can help to determine
its rate of change, which indicates the extent of mass

https://doi.org/10.32374/atom.2020.1.5
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exchange between the stars (Plavec, 1970).

Fig. 1. Sample lightcurve of an eclipsing binary. The
blue star is brighter than the red one.

In this paper, the eclipsing binary system EPIC
201826968 is analyzed for a change in period since
its last observation. This is done by obtaining time-
series images in four filters (Bessel-B, Bessel-V, SDSS-r
′, and SDSS-i′), creating and examining the system’s
lightcurve, and using period-finding algorithms such
as Phase-Dispersion Minimization (PDM) and Lomb-
Scargle. In the course of this examination, we also
investigated the appropriateness of these algorithms
for finding the periods of systems such as ours.

ECLIPSING BINARY EPIC 201826968

Possible star systems to investigate were selected from
Kepler K2 Campaign 1 (Kirk et al., 2016). Campaign
1 was chosen because it contains stars that are visible
in late January and February, the time during which
imaging was conducted. The eclipsing binary EPIC
201826968 was chosen: its properties are shown in
Table 1. Note that two magnitudes are reported be-
cause the data in Table 1 are drawn from both the
GAIA and Kepler catalogues. The GAIA satellite in-
cludes wavelengths between 300 and 1,100 nanome-
ters (Gaia Collaboration et al., 2016), while the Ke-
pler satellite includes a narrower range between 420
and 865 nanometers (Koch et al., 2004).

This system has a secondary eclipse with a depth
comparable to that of the primary eclipse, as shown
in the lightcurve in Figure 2. The similar depths of
the primary and secondary eclipses indicates that the
stars may be similar sizes.

TELESCOPE METHODS

Telescopes
The Las Cumbres Observatory (LCO) (Brown et
al., 2013), which has access to 21 telescopes at 8
sites around the world, was used to image EPIC

Table 1. GAIA and Kepler values for EPIC
201826968 (Kirk et al., 2016; Gaia Collaboration et
al., 2016)

RA (degrees) 178.3649

Dec (degrees) +05.85937

Luminosity (solar luminosities) 1.877

Kepler Magnitude kmag = 11.6430

Gaia Magnitude Gmag = 11.605

Absolute G-band Magnitude 0.9540

Period (days) 0.3617589

Period Error (%) 0.004

Parallax (mas) 2.9433

Proper Motion (mas/yr) -34.732, 0.082

Stellar Effective Temperature (K) 5355

Stellar Radius (solar radii) 1.59

Fig. 2. Existing Kepler lightcurve for EPIC
201826968 (Kirk et al., 2016)
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201826968 . Figure 3 shows one of the 0.4-meter
telescopes in the LCO network.

Fig. 3. One of the 0.4-meter telescopes in the LCO
network. (Brown et al., 2013)

Exposure Times
We requested images from the LCOGT network, taken
in each of four filters: Bessel-B, Bessel-V, SDSS-r′, and
SDSS-i′. These images can be found in Supplemental
Documents. To find the optimal exposure time for this
system on the 0.4m LCO telescopes, source-minus-sky
analog-digital unit (ADU) counts were evaluated for
the star in 8 images from each of the filters, and aver-
aged for each filter. The counts were found using As-
troImageJ (AIJ) software (Collins, Kielkopf, Stassun,
& Hessman, 2017). AIJ uses aperture photometry,
which sums the ADU counts of each pixel, or fraction
of one, within a given circular aperture surrounding
the star. A wider background aperture was set around
the star to determine the ADU counts of the back-

ground, which was then subtracted to determine the
integrated source-minus-sky count for the star.

Choosing the exposure time so as to obtain
a source-minus-sky count between 100,000 and
200,000 is a reasonable range to ensure that the im-
ages have a good signal-to-noise ratio (SNR) without
being saturated (Fitzgerald et al., 2018). Initially, we
had set an exposure time of 50 seconds for the blue
filter, which did not have a high enough source-minus-
sky value. Then, we requested new images with a
modified exposure time of 90 seconds for the blue
filter: all other exposure times were kept the same.
This doubled the source-minus-sky value, which then
fit within the desired range. Optimal exposure times
and number of returned images per filter are listed in
Table 2.

Comparison Stars

Examining the stars surrounding the target in our
images, we decided on 6 comparison stars, or comp
stars, which were used to determine the magnitude of
the eclipsing system relative to a non-variable source
(Roth, 2009). We used comp stars because the target
star counts might vary based on exposure time or at-
mospheric clarity, which would have interfered with
our ability to determine the variation due to eclipses
if we had used unaltered magnitudes. However, the
ratio of target star ADU count to that of a nearby non-
variable star in the same image would be expected to
stay constant, because both stars would experience
the same variation in their counts from these factors
(Buchheim, 2007). This technique is called differen-
tial photometry. Additional comp stars can be used to
ensure that the chosen comp stars are not themselves
variable by comparing them with each other. Out of
the six original comp stars, three of them had source-
sky counts under 100,000, which were unsuitable
for comparisons due to low SNR, and another had
asymmetry that made it look like a double star. Table
3 shows the coordinates of the remaining two comp
stars chosen for this study.

Figure 4 shows the difference between the comp
stars’ magnitudes: since the difference stays relatively
constant over the phase of the target system, the
quality of the images used and the non-variability of
the comp stars can be inferred. The mean differential
magnitude was 1.256, with a standard deviation of
0.019.

https://www.astro.louisville.edu/software/astroimagej/imagej/
https://www.astro.louisville.edu/software/astroimagej/imagej/
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Table 2. Optimal exposure times for EPIC 201826968 on the 0.4m LCO telescopes

Filter Color Exposure Time (seconds) Number of Returned Images

Blue 90 116

Red 20 116

Infrared 30 97

Visible 30 111

Table 3. Comp star coordinates

Comp Star Number RA (Degrees) Dec (Degrees)

1 178.49805 5.783633

2 178.41852 5.828768

Fig. 4. Plot of the difference between comp star
magnitudes over phase of the target system, deter-
mined using the Kepler period.

PERIOD DETERMINATION

Data Transformations
We took a series of images in various filters from
LCO (see Supplemental Documents for the image
files used). These images were processed with var-
ious photometries by the Our Solar Siblings (OSS)
pipeline (Fitzgerald, 2018). We noted their modi-
fied Julian dates (MJDs) and the ADU counts of the
target and comparison stars. To turn the MJDs of
the observations into phase, the difference between
the observation date and the initial observation date
was divided by the period, and the portion after the
decimal point in the quotient was retained. In other
words:

P (D) =
D −D0

P
mod 1, (1)

where P (D) is the phase, D is the observation
date, D0 is the date of the first observation, P is
the assumed period, and mod is the remainder
operator.

The differential magnitude of each observation is
calculated by multiplying -2.5 by the base-10 loga-
rithm of the count of the target star divided by the
count of the comparison star. This can be represented
as:

F = −2.5 log10
St

Sc
, (2)

where F is the differential magnitude, St is the
source-minus-sky of the target star for the observa-
tion, and Sc is the source-minus-sky of the comparison
star in the same observation.

Phase versus differential magnitude plots were
made for all images with all filter color and pho-
tometry type combinations. Based on the plots in
Supplemental Documents, we determined that data
taken with Bessel-B filter and sex (source extractor)
photometry gave us the visually clearest lightcurves.
This technique is similar to that employed by Altunin
and Caputo (Altunin & Caputo, 2019). Bessel-B filter
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and sex photometry were hence used in all following
analysis (Bertin & Arnouts, 1996).

Distance PDM
We coded a Python version of the PDM Minimum
Distance method to estimate the period of our system
based on (Dworetsky, 1983). Using an assumed pe-
riod, we obtained the phase of our system based on a
phase of 0 at the start date of our observations. Us-
ing our differential magnitude, calculated phase, and
the distance formula for points on a 2-dimensional
graph, we calculated the distance between consec-
utive points in flux-phase space, and added them
together to get one total sum. The smaller our sum,
the closer the data points are, the more accurate
our lightcurve, and the closer our estimate of the
period is to its actual value. For our data, the Mini-
mum Distance algorithm gave us a closest period of
0.3618 ± 0.0004 days, larger than the Kepler period
by 0.73 seconds. The error was computed using the
width of the primary peak at half maximum.

PyAstronomy PDM
We used the PyAstronomy version of Wolk’s Phase
Dispersion Minimization (PDM) Standard Deviation
algorithm as a method of estimating the period of
our eclipsing binary system (Wolk, 1996; Scanner and
PDM Class, accessed 2018). In this method, the phase
of each observation is determined by the guessed pe-
riod and the starting date of the observations. The
data is then divided into 10 sections by phase (the
phase bins are 0.0-0.1, 0.1-0.2,...0.9-1.0). The stan-
dard deviations of the fluxes within each bin are
summed, and then divided by the standard devia-
tion of the entire data set, yielding a quantity known
as theta. The smaller the theta value, the closer the
data points are to each other, and the closer its esti-
mate of the period is to the true period of the system.
For our data, the PDM Standard Deviation algorithm
gave a closest period of 0.3618± 0.0004 days, larger
than the Kepler period by 1.17 seconds.

Astropy and PyAstronomy Lomb-Scargle methods
We also used the Astropy and PyAstronomy versions
of the Lomb-Scargle periodogram, originally devel-
oped independently by Lomb and Scargle (Lomb,
1976; Scargle, 1982). The Lomb-Scargle method
attempts to perform a sinusoidal fit on a large set of
observational data, taken over a range of times. The
algorithm determines the probability, or power, of a

certain period by measuring the quality of the sinu-
soidal fit. The period with the largest power is thus
the most likely, according to Lomb-Scargle. For our
data, the Astropy version of Lomb-Scargle reported
a most likely period of 1.838 ± 0.044 days, greater
than Kepler’s by over 1.47 days. Similarly, the PyAs-
tronomy version gave a period of 1.832± 0.013 days,
which showed a similar discrepancy from Kepler’s
measurement.

Comparison of Algorithms: Periods and Statistics
As shown in Table 4, the period found by Kepler is
very similar to the periods found by the Distance PDM
and PyAstronomy PDM methods. However, these pe-
riods are very different from those found by both
Lomb-Scargle algorithms. As explained above, for
PDM-analyzed periods lower values indicate a more
likely period, while for Lomb-Scargle-analyzed peri-
ods higher values indicate a more likely period as
determined by the respective algorithm.

Likewise, as shown in Figure 5, the lightcurve made
with Kepler’s period is very similar to those with the
Distance PDM and PyAstronomy PDM periods. How-
ever, both Lomb-Scargle algorithms give extremely
different and noisy lightcurves.

Figure 6 shows the power graph of each period-
calculation method, where "power" refers to the like-
lihood of a given period. Both PDM methods have
very clearly-defined peaks at their predicted periods
and the remainder of their graphs descend to low-
level noise. The power graphs of both Lomb-Scargle
methods also demonstrate peaks near their predicted
periods, but the peaks are quite noisy and, in the
case of the AstroPy Lomb-Scargle algorithm, other
similarly-large peaks also occur closer to the Kepler
and PDM-derived periods.

DISCUSSION OF RESULTS

Figures 7 and 8 and show a small selection of
lightcurves from Supplemental Documents, which
used images taken with various filters and photome-
try types to produce lightcurves of EPIC 201826968
using the Kepler period. They demonstrate that the
"visually cleanest" lightcurve arises from the B filter
and sex photometry types, which was the conclusion
drawn in Section .

As shown in Table 4 and Figure 5, the Lomb-
Scargle-derived periods and lightcurves are extremely
different from Kepler’s, while the PDM algorithm pe-
riods are very similar to Kepler’s. Likewise, Figure 6

http://docs.astropy.org/en/stable/stats/lombscargle.html
www.pyastronomy.readthedocs.io/en/latest/pyTimingDoc/pyPeriodDoc/gls.html
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Fig. 5. Each period with its period difference from Kepler and a lightcurve.
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Table 4. Each period method with its period and the measured period’s statistics from other methods.

Period Method Period (days)

Total
Distance of
this Period
Calculated
with our
Images

PyAstronomy
PDM Theta

of this
Period

Calculated with our
Images (10 bins)

Astropy
Lomb-Scargle
Power of this

Period
Calculated with

our Images

PyAstronomy
Lomb-Scargle
Power of this

Period
Calculated

with our Images

Kepler 0.3617589 3.54 0.190 0.0267 0.00561

Distance PDM 0.3617673 3.33 0.143 0.0273 0.00561

PyAstronomy PDM 0.3617724 3.47 0.143 0.0275 0.00561
Astropy

Lomb-Scargle
1.8376291 10.1 0.855 0.125 0.126

PyAstronomy
Lomb-Scargle

1.8321272 11.9 0.905 0.126 0.125

Fig. 6. Each period-calculation method with its power graph. As lower statistics for the PDM algorithms
imply a greater likelihood of a correct period, the y-axes for those graphs go from higher to lower values.
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Fig. 7. Lightcurves using B-filter images in all six
photometry types.

Fig. 8. Lightcurves using images in all four filter
types processed with sex photometry.

demonstrates much cleaner power distributions for
the PDM algorithms than for the Lomb-Scargle ones.
Thus, Lomb-Scargle methods appear to be noisier
and more inaccurate compared to the PDM methods
when applied to measurements of our system. In Ta-
ble 5, the period of each algorithm is shown together
with its error. Except for the PyAstronomy Lomb-
Scargle Algorithm, whose error was given directly by
the PyAstronomy Lomb-Scargle module, the error is
estimated as the full width at half maximum of the
corresponding peak in the power plot. As is evident
from these values, both our Distance PDM period and
the PyAstronomy PDM period are not statistically dif-
ferent from the Kepler algorithm’s period, while both
Lomb-Scargle algorithms give statistically different
results.

According to Lomb, the Lomb-Scargle algorithm
works by “fitting sine waves by least-squares to the
data” (Lomb, 1976). This statement is also re-
flected in the Astropy and PyAstronomy descriptions
of their slightly modified Lomb-Scargle algorithms.
(Mayangsari, Priyatikanto, & Putra, 2014) have de-
termined that PDM algorithms are more accurate for
systems with non-sinusoidal fits, which may be the
case with EPIC 201826968. Therefore, the Lomb-
Scargle algorithm’s discrepancy may be explained by
the non-sinusoidal nature of this system.
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Table 5. Each period method with its period and
the measured period’s errors.

Period Method Period (days)
Period Error

(days)

Kepler 0.3617589 0.000016

Distance PDM 0.3617 0.0004

PyAstronomy PDM 0.3618 0.0004
Astropy

Lomb-Scargle
1.838 0.044

PyAstronomy
Lomb-Scargle

1.832 0.013

CONCLUSION

Using the distance and PyAstronomy PDM methods
to determine the period of EPIC 201826968, we con-
clude that the current period of EPIC 201826968 is
0.36177± 0.00056 days (calculated by averaging the
Distance PDM and PyAstronomy PDM periods and
adding their errors in quadrature). Our period devi-
ates from the previously recorded Kepler period by
about 1 second. The Lomb-Scargle algorithm is inap-
propriate for determining the period of our system,
possibly due to our system’s non-sinusoidal lightcurve.
Further observations of this system would be signif-
icantly beneficial to the scientific community to de-
termine whether the period is changing. As of this
writing, the period of EPIC 201826968 has changed
by less than 48.3 seconds since the time of the obser-
vations made by the Kepler space telescope.
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Photometric observations of the nearby RR Lyrae, LP Cam, were obtained to verify that
the period-luminosity relationships are still valid for RR Lyrae stars with improved
parallaxes as part of a larger study. Using both obtained photometry and archival
data, photometric distance estimates were made to LP Cam. When accounting for
independantly measured values of interstellar reddenning, the photometric distance
determined for LP Cam is not in agreement with the parallactic distance. The likely
causes for this mismatch are explored and could be due to greater extinction than
measured or incorrect measured effective temperatures from spectral energy distribu-
tions. An additional cause could be due to a faint proximate source to LP Cam. When
E(B − V ) is changed such that the variance in distance measured between the three
filters is minimized, an estimate of E(B−V ) ≈ 0.24 is achieved with distance estimates
of V: 780± 40pc, i: 793± 41pc, z: 792± 38pc which compares reasonably well with the
GAIA value of 809± 20pc
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INTRODUCTION

RR Lyrae stars are low-mass horizontal branch stars
with short periods of pulsations less than a day. These
stars play an invaluable role in understanding the dis-
tances of our Universe and are one of several standard
candles used to set the distance scale within astron-
omy. However, it wasn’t until Longmore et al. (1986)
that the period-luminosity relationship of RR Lyrae
stars could be leveraged to determine extragalactic
distances. With the advancements of computational
stellar photospheric models, Catelan et al. (2004) and
Cáceres & Catelan (2008) were able to derive theo-

retical relationships for the absolute magnitude of RR
Lyrae stars in common broadband filters. With the in-
creasingly precise parallax measurements of surveys,
such as GAIA (Gaia Collaboration et al., 2018), it
has yet to be determined whether the distances for
the brightest RR Lyrae using the well established rela-
tionships of Cáceres & Catelan (2008) and Catelan et
al. (2004) are in agreement with the distances deter-
mined via GAIA’s parallax measurements. The aim
of this study is to obtain period relationships in B, V ,
i, and z filters to determine the distances to the star
photometrically and make sure these distances are in

http://dx.doi.org/etc
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agreement with the distance from parallax measure-
ments.

OBSERVATIONS/METHODS

We scheduled 57 cadence observations using the Las
Cumbres Observatory Network between September
26–October 9, 2019 in Johnsons B and V and SDSS i
and z filters. We were able to obtain 47 images during
this window. These observations of the variability of
LP Cam allow us to determine the period through
generating lightcurves, verify the temperature and
luminosity of the star using color relationships, and
in combination with previously measured archival
values determine the distance to the star.

Image Processing

Images were processed using the OSS pipeline
(Fitzgerald, 2018), which includes basic image pro-
cessing such as cropping, flat fielding and cosmic ray
reduction. The OSS pipeline also performs photomet-
ric source extraction and both aperture photometry
or point-spread photometry using algorithms such
as DAOphot (Stetson, 1987). Photometric reduction
algorithms were performed on all images in each of
the bandpasses. The data was further analyzed via
Astropy-based python scripts called astrosource that
calibrates the sources through identification of the
least variable stars in the field, determines their ap-
parent magnitude and then determines the period of
the RR Lyrae. With redder filters, fewer comparison
stars were identified with 27 stable comparisons stars
in B, 25 in V , 46 in i, and only 31 in z. Results
for the calibrated apparent magnitude of the LP Cam
lightcurves in each bandpass using PSF photometry
are shown in Table 1.

Filter Mag e(Mag)

B 12.248 0.045

V 11.322 0.044

i 10.795 0.050

z 10.661 0.037

Table 1. Calibrated Apparent Magnitudes. The cal-
ibrated magnitudes of LP Cam from PSF photometry
in each filter along with measured uncertainties.

RESULTS

RR Lyrae Verification
It is not uncommon for variable stars to be misiden-
tified in the literature. As a check, we used B − V
and the estimated maximum extinction from the Dust
Calculator using the method of Schlafly & Finkbeiner
(2011), to estimate the luminosity and effective tem-
perature of the star. The estimated maximum redden-
ning is E(B − V ) = 0.6554± 0.0278. We determined
the luminosity using the relationship in Equation 1.

Log
L∗

Lsolar
=
−(B − V )− 4.77

2.5
(1)

The effective temperature was estimated using
both the non-reddenned and reddenned (B − V ) re-
lationships using Equation 2 (Ballesteros, 2012).

Teff =

(
1

0.92(B − V ) + 1.7
+

1

0.92(B − V ) + 0.62

)
∗ 4600 (2)

The results are summarized in Table 2 and show
that LP Cam clearly occupies a position in the HR
Diagram indicative of being an RR Lyrae star.

(B − V ) Log L∗
Lsolar

Log (Teff )

Non-Reddened 0.926 1.538 3.69

Reddened 0.313 1.783 3.87

Table 2. Effective Temperature and Luminosity
We present the maximum and minimum possible ex-
tinction values to the RR Lyrae LP Cam. Regardless
of the level of reddenning, LP Cam occupies a space
in the HR Diagram consistent with RR Lyrae stars.

Period Determination
The period in each of the filters was determined us-
ing both the Phase Dispersion Minimization method
(PDM) (Stellingwerf, 1978) and the String-Length
method (SL) (Lafler & Kinman, 1965). The results
for each of the filters are reported in Table 3 in days.
The residuals of the fit using both methods are shown
in Figure 1 and 2, respectively. The lightcurves for all
four bandpasses are shown in Figures 3, 4, 5, and 6.

DISCUSSION

Photometry
Due to the relative brightness of LP Cam there are a
multitude of observations to compare our measure-
ments with. Photometric measurements from this

https://pypi.org/project/astrosource/
https://irsa.ipac.caltech.edu/cgi-bin/bgTools/nph-bgExec
https://irsa.ipac.caltech.edu/cgi-bin/bgTools/nph-bgExec
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Filter PDM e(PDM) SL e(SL) Amp

(days) (days) (days) (days) (mags)

B 0.5729 0.0086 0.5730 0.0093 0.973

V 0.5729 0.0091 0.5734 0.0082 0.760

i 0.5691 0.0100 0.5688 0.0072 0.489

z 0.5692 0.0121 0.5771 0.0100 0.461

Table 3. Period Determination. The period was
determined using both the PDM and SL methods.
The periods are in good agreement with each other.
The amplitude of the light curve in each filter is
provided in the last column.

Fig. 1. The probability plot for LP Cam’s phase us-
ing the String-Length method. The is a very strong
likelihood of the period at just under 0.6 days with
next strongest peak at double the period.

Fig. 2. The probability plot for LP Cam’s phase us-
ing the Phase-dispersion minimization method. The
is a very strong likelihood of the period at just un-
der 0.6 days with next strongest peak at double the
period, similar to the SL method.

Fig. 3. A phased light curve for LP Cam in the V
band using the PDM period. Given that both the SL
and PDM period are equivalent within uncertain-
ties a solution using the SL period is not presented.
The data are well-matched to a period of 0.5729 ±
0.0091 days.

Fig. 4. A phased light curve for LP Cam in the B
band using the PDM period.

Fig. 5. A phased light curve for LP Cam in the i
band using the PDM period.
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Fig. 6. A phased light curve for LP Cam in the z
band using the PDM period.

study are compared to literature values (with uncer-
tainties when available) from both compiled cata-
logs, such as the AAVSO All-Sky Photometric Catalog
(APASS, Henden et al., 2015), (All-Sky, Kharchenko,
2001), and (Panstarss, Flewelling et al., 2016) and
previous studies of RR Lyraes, such as Kinemuchi et
al. (2006). The results of the comparison are shown
in Table 4. In general, the optical measurements of
this study using PSF photometry agree with the liter-
ature values within uncertainties, with the exception
of V from Kinemuchi et al. (2006). The near-infrared
measurements appear to be systematically brighter at
i than those in the literature. Upon inspection of the
literature, it was found that Flewelling et al. (2016)
detected a faint source within one arcsecond in r and
i bands. As a test, aperture photometry was compared
to the literature values and the aperture values agree
better with those previously detected. However, given
the proximate nature of this faint source, PSF pho-
tometry would be the correct approach to minimize
errors for stars in a crowded field and we therefore
adopt the values determined from PSF photometry for
the remaining analysis (e.g., Janes & Heasley, 1993).
It is important to note that the faint source was not
detected in the g and z filters in the Panstarrs data set
and is not detected in our relatively short exposures
of LP Cam using the LCO 0.4m telescopes.

Period

Using all four filters, the mean period was found to
be 0.5716 ± 0.0050 days using the PDM method and
0.5731 ± 0.0043 days using the SL method. Both val-
ues are consistent with one-another. A comparison of
the results for the period of pulsation is shown in Ta-
ble 5 and our values agree with those in the literature
with the exception of the mid-infrared study done by

Gavrilchenko et al. (2014). The difference between
the optical and near-infrared measurements may be a
result of the decrease in amplitude as the wavelength
increases for these types of stars. However, without
reported uncertainties it is difficult to determine if
this period is truly different than the other reported
values.

Distance

The purpose of this study is to determine if period-
luminosity relationships from Catelan et al. (2004)
Cáceres & Catelan (2008) agree with GAIA DR2 par-
allax measurements for the brightest RR Lyrae. To
determine the photometric distance to this star we
used the measured PSF photometric values in V , i,
and z, the metallicity of the star from Fourier coeffi-
cients of 0.03 Gaia Collaboration et al. (2018) and an
estimated reddenning value. As previously stated, the
maximum assumed reddenning is E(B − V )=0.6554.
The results for each of the filters is provided in Table
6. This maximum value provides a minimum distance
of 517± 16 pc and a maximum distance of 1013± 32
pc. However, a better estimate of reddenning can be
made by passing photometric measurements through
a spectral energy distribution (SED) and determining
the best fit. Pickles & Depagne (2010) performed
this measurement and determined that LP Cam is
best fit by a G5III spectrum, which corresponds to a
Teff ' 5010 K and E(B − V )=0.04. McDonald et al.
(2017) also measured Teff using archival data and
stellar atmospheric models at 5036± 182 K, which
corresponds to about 0.07 magnitudes of uncertainty.
The resulting distance measurement using SED fit-
ting for extinction and the relationships of Catelan
et al. (2004) and Cáceres & Catelan (2008) is 971±
57 pc. The measured distance from Gaia Collabo-
ration et al. (2018) is 809 ± 20 pc. These two de-
rived measurements are not in agreement. In order
for our photometric measurements to match this dis-
tance, the reddenning to LP Cam must E(B − V ) '
0.24 magnitudes. Using E(B − V )=0.24, we find
that the distance using each individual bandpass and
their weighted average all overlap with the measured
GAIA distance with variance between the photomet-
ric data and parallactice data minimized. Thus, we
adopt an E(B − V ) value of 0.24 for LP Cam. Fur-
thermore, it is important to note that Gavrilchenko
et al. (2014) using mid-infrared data determined a
distance of 843 ± 14 pc for the distance to LP Cam,
which is in agreement with the GAIA measured dis-
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Study B e(B) V e(V ) i e(i) z e(z)

(mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag)

This Study 12.248 0.045 11.322 0.044 10.795 0.050 10.661 0.058

This Study-Aperture 11.418 0.052 10.890 0.050 10.627 0.037

APASS 12.113 0.474 11.251 0.261 10.664 0.179

All-Sky 12.295 11.611

Panstarrs 10.951 10.692

Kinemuchi et al. (2006) 11.43

Table 4. Photometry Comparison. The calibrated measured photometry from this study compared to values
within the literature. Within uncertainties, the values from this study agree with those from the literature
using aperture photomery. However, PSF photometry, which we argue is the correct approach, is noticeably
brighter in V and i than Panstarrs, All-Sky and Kinemuchi et al. (2006).

Study Period e(Period)

(days) (days)

This study 0.5716 0.0050

Watson et al. (2006) 0.5720300000

Kinemuchi et al. (2006) 0.57205

Maintz (2005) 0.572092000

Gavrilchenko et al. (2014) 0.5840

Table 5. Period Comparison. The period of pulsa-
tion from this study is compared to those of previ-
ous studies. In general, there is good agreement
between the measured values of this study and
those of previous studies. The exception is the mid-
infrared period of Gavrilchenko et al. (2014). The
difference in observed period may be due to the de-
crease in amplitude as the wavelength increases for
these types of stars.

tance and extinction decreases with increasing wave-
length bolstering the argument to adjust E(B − V )
from the maximum value. Also of note, is that if
this analysis were repeated using aperture instead
of PSF photometry, the measured distance would in-
crease slightly and still not be in agreement with the
measured parallactic distance using redenning values
determined from T(eff) archival data or maximum
interstellar redenning. Aperture photometry would
require an even greater extinction in order to agree
with the parallactic distance than our adopted value
of E(B − V )=0.24.

CONCLUSION AND IMPLICATIONS

Using the relationships of Catelan et al. (2004) and
Cáceres & Catelan (2008), the minimum distance
to LP Cam is 517±16 pc with a maximum distance
of 1013±32pc. These distances are highly depen-
dent upon interstellar reddenning values. Using pre-
viously determined values of interstellar redenning of
E(B − V )=0.04 from SED fitting (Pickles & Depagne,
2010), we find the mean distance of LP Cam using
all four bandpasses to be 971±57 pc. This measured
distance is not in agreement with measured parallax
from Gaia Collaboration et al. (2018). The difference
between these measurements could be due to errors
in archival photometric measurements for this source.
LP Cam has a faint proximate source that has been
detected in some of the filters in the Panstarrs dataset.
Depending upon the type of photometric extraction
of the data, the light from this star could be affecting
short exposures of LP Cam and subsequent SED fit-
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E(B − V ) V e(V ) i e(i) z e(z) Mean e(Mean)

(pc) (pc) (pc) (pc) (pc) (pc)

0.6554 431 27 529 27 592 28 517 16

0 1099 68 1002 52 938 44 1013 32

0.24 780 48 793 41 792 38 788 24

0.04 1038 133 963 92 912 72 971 57

Table 6. Distance Comparison. Using the relation-
ships of Catelan et al. (2004) & Cáceres & Catelan
(2008), the minimum average photometric distance
to the star is 517 ± 16 pc, while the maximum dis-
tance is 1013 ± 32 pc. Neither of these measure-
ments are in good agreement with the parallactic
measurement from GAIA DR2 of 809 ± 20 pc. Us-
ing the synthetically derived Teff measured from
McDonald et al. (2017) & Pickles & Depagne (2010)
the distance to LP Cam is overestimated when com-
paring to the distance from GAIA.

ting that was used to estimate a reasonable value for
interstellar extinction. Spectroscopic measurements
should be conducted of LP Cam to determine the
temperature (and subsequent) extinction to LP Cam.
An interstellar redenning value of E(B − V )=0.024
would result in the distances determined using period-
luminosity relationships of Catelan et al. (2004) and
Cáceres & Catelan (2008) agreeing with the mea-
sured GAIA values of distance for LP Cam with a
mean derived photometric distance of 788 ± 24 pc.
Furthermore, the faint source proximate to LP Cam
should be investigated for the possibility of binarity.
Few RR Lyraes reside in binary systems (e.g., Hajdu et
al., 2015) and this object presents a rare opportunity
to determine key stellar parameters (such as mass)
for a unique proximate standard candle.
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Observing exoplanets with small telescopes can be a challenging but rewarding under-
taking. With the advent of the Transiting Exoplanet Survey Satellite (TESS), a student
observer can become qualified to participate in this exciting MIT-led NASA program to
make significant contributions to exoplanet science. This paper presents the experi-
ences and recommendations for a student to the complete observation data required
for the Ground-Based Subgroup 1 TESS Follow-up Observing Program (TFOP). A train-
ing plan is provided along with various websites and instructional documents. Expla-
nations on how apply the AstroImageJ (AIJ) software and procedures are described
in A Practical Guide to Exoplanet Observing (Conti, 2018). Data is collected from
Las Cumbres Observatory (LCO) and calibrated through the OSS Pipeline. This paper
deals exclusively with LCO processes and also describes how to prepare the twelve
files required for submission to the Exoplanet Follow-up Observing Program for TESS
(ExoFOP – TESS). The AstroImageJ Guide for LCO - TESS Observations (Boyce et al.,
2019) that incorporates the latest TFOP SG1 Observation Guidelines (Conti, 2019) is
also referenced.
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INTRODUCTION

This paper addresses the data reduction of TESS ex-
oplanet observations from the Las Cumbres Obser-
vatory that are processed through the OSS Pipeline
(Fitzgerald, 2018) for submission to the TESS ExoFOP.
This process can be convoluted and arduous, which
is where this paper’s purpose lies. It supplements
the already existing guides on data reduction with
counseling on the clearest, most efficient ways to un-

dertake data reduction. As such, this paper should be
used in conjunction with the aforementioned guides
as it assumes general knowledge of the TESS reduc-
tion process and its respective vernacular. For the
same reason, AstroImageJ (AIJ) is the photometry
software utilized in this paper. This paper will ad-
dress the TESS steps chronologically. Image titles are
censored as mandated by TESS publication policies.

https://tess.mit.edu/followup/
https://astrodennis.com/Guide.pdf
http://boyce-astro.org/brief-exoplorer-program/exoplanet-observation-guides/
https://astrodennis.com/TFOP_SG1_Guidelines_Latest.pdf
https://doi.org/10.32374/atom.2020.1.7
https://tess.mit.edu/followup/
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BACKGROUND

TESS is on the cutting edge of exoplanet research.
The mission’s goal is to deliver fifty Earth-like plan-
ets. With such a grand objective, the novelty of this
exciting data benefits thousands of scientists all over
the world. The possibilities of the data are endless.
As such, research foundations such as the Boyce Re-
search Initiatives and Research Foundation (BRIEF)
are so vital to TESS as they provide the education
necessary to train the next generation of scientists
who will unpack the mysteries within the data.

BRIEF is a member of the SubGroup1 (SG1) for
the TESS. In April 2018, when the NASA/MIT team
launched TESS with its first year’s survey being in the
southern skies, BRIEF students were already prepar-
ing to perform exoplanet transit data reduction by
the use of discovery surveys (KELT, K2). BRIEF is a
global Sky Partner for LCO (Brown et al., 2013) that
robotically operates 0.4m telescopes sited at three
observatory locations in the southern and northern
hemisphere. These LCO systems with 6303 SBIG
CCDs are well suited to making light curve measure-
ments down to a light curve depth of about five parts
per thousand reduction in the star’s stellar flux. By
the fall of 2018, BRIEF was making TESS observa-
tions for the students to perform the data reduction
on to submit to the Exoplanet Follow-Up Observing
Program (TESS ExoFOP).

The mission of the SG1 worldwide group of ground-
based small telescope observers is to, as described by
TFOP, “identify false positives due to nearby eclipsing
binaries that contaminate the TESS image of a can-
didate transiting planets.” These false positives are
common because the TESS images are taken with a
resolution of 21 arcseconds per pixel. Often there is
light flux from several stars that could create the ob-
served light curve falling on or near that large TESS
pixel. Therefore SG1 observers use ground-based tele-
scopes to take higher resolution images in order to
discern which star(s) are causing the light curve and
recommend their nature. Once a star and the light
curve created by the exoplanet is vetted by SG1, the
candidate is then observed by the subsequent sub-
groups using means that are ever more sophisticated.
All five subgroups compose a winnowing process that
aims to reach the TESS program’s goal, fifty rocky
planets for future study.

In order to streamline the data reduction process,
BRIEF uses the Our Solar Siblings (OSS) Pipeline.
The OSS Pipeline further calibrates the CCD images,

removes artifacts such as cosmic rays, and plate solves
each image.

In a similar vein, after the initial TESS observa-
tions in late 2018, Dr. Conti and the TESS program
management developed two important enhancements
needed for the TESS ExoFOP SG1 data submissions.
The first is a macro incorporated into AIJ that facili-
tates the measurement of the potential false positive
light sources to assess their influence on the light
curve. The second is the TFOP SG1 Observation Guide-
lines, a thorough statement of the requirements for
submitting data to the TESS Follow-up Observing
Program (TFOP).

Lastly, using the tools and procedures outlined by
Dr. Conti’s AAVSO course as well as his Practical Guide
to Exoplanet Observing as a foundation, BRIEF has
developed a newer guide. It incorporates the more
recent developments specific to TESS observations,
notably the AIJ macro, the TFOP SG1 Observations
Guidelines, and the OSS Pipeline. The current “AIJ
Guide for LCO – TESS Observations” defines the pro-
cedures referenced in this paper and is available for
download at BRIEF’s website.

PREPARATION PHASE

AIJ frequently changes and updates its software, so
when AIJ is first opened, the system should be up-
dated to Daily Build. The current Daily Build version
of AIJ allows users to use its automated NEB (Nearly
Eclipsing Binary) function that will come in handy
later on. It’s a quick step that will save a lot of time.

While working through the analysis, the TESS Tran-
sit Finder (TTF) (Figure 1) comes up a lot. It is a
web based tool and database for finding information
on exoplanet candidates that TESS has discovered–
containing important information that will be used
throughout the analysis. The TTF will be the single
most important resource while conducting this analy-
sis, so it’s important to understand the information it
contains before the analysis begins. To help make the
analysis run smoother, data is documented from the
TTF onto a blank template to organize all the data.
Figure 2 shows a sample TTF Organization Sheet.

When the images are imported, make sure “virtual
stack” is selected. This ensures that AIJ operates
on large data sets without running out of memory,
speeding up the process of importing the images.

After the images are imported, an important first
step is to go through the images to weed out “bad”
images, such as images that have random streaks

https://tess.mit.edu/science/
http://boyce-astro.org/brief-exoplorer-program/exoplanet-observation-guides/
http://boyce-astro.org/brief-exoplorer-program/exoplanet-observation-guides/
https://tess.mit.edu/followup/
https://astrodennis.com/TFOP_SG1_Guidelines_Latest.pdf
https://astrodennis.com/TFOP_SG1_Guidelines_Latest.pdf
https://astrodennis.com/Guide.pdf
https://astrodennis.com/Guide.pdf
http://boyce-astro.org/brief-exoplorer-program/exoplanet-observation-guides/
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Fig. 1. TTF information for a TESS object of interest.

Fig. 2. TTF information sheet to organize the TTF data.
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or particles across them, or images that are blurry
or misaligned with other images. An image with
unwanted particles is shown in Figure 3). It also
helps to use the two sliders (min and max) at the
bottom of the screen to increase the brightness of the
image via changing the contrast. To do this, locate the
“peak” of the histogram on the bottom of the screen
and place the two markers right around it (make
sure under Scale, uncheck “use fixed min and max
histogram values”). This will improve the readability
of the image and help determine its quality. Figures
4 and 5 show a sample image before and after its
saturation is improved.

Fig. 3. Streaks like the one shown above are satel-
lite trails.

Fig. 4. Before utilizing the saturation scale: The
image is very dark and essentially unreadable.

CALIBRATION PHASE

The images are calibrated in order to place the FITS
header information onto the images so that the im-
ages’ TTF data can to be inputted into AIJ in later
parts of the analysis.

Firstly, the copies of the science images should be
used (as opposed to the original files) because often,
especially when first learning the process of TESS
analysis, mistakes are made. For example, the cali-
bration phase may be done incorrectly or the wrong
images may be "quarantined."To mitigate these risks,
it is prudent to use the copies of the science images.

After selecting the “DP” icon on the AIJ toolbar,
locate and select the “wrench:” this is the General
FITS Header. Next, select the “edit” box on the main
image profile, and then locate the “edit FITS header”
window as well. Note that the FITS header isn’t ac-
tually being edited. Instead, the “edit FITS Header”
table must be checked to see if it matches up with the
General FITS Header that pops up when the “wrench”
is selected. For example, if Target Name and Keyword,
Target RA Keyword, Target DEC keyword, etc. match
up for both headers, AIJ will correctly use these key-
words to find information about the images when they
calibrate (Figure 6). If the keywords don’t match, AIJ
won’t be able to find the necessary information and
will not be able to properly complete the calibration.
If this is the case, then edit the information on the
General FITS Header to match those on the “edit FITS
Header.”

The choice of "negate" for "Observatory Longitude"
in the "FITS Header Input Settings" comes down to the
location of the observatory where images were taken.
If the observatory was west of the prime meridian
and east of the international dateline (location can
be found in FITS Header editor), then its longitude
should be negative. Thus, if the FITS header displays
longitude as a positive number, then the “negate” box
should be clicked to indicate to AIJ that the number
found in the FITS header should really have a neg-
ative sign associated with it. Observatory Latitude
negate box should be unchecked.

These FITS headers contain “Right Ascension and
Declination (RA and DEC)” keywords. RA and DEC
make up the coordinate system of the sky. RA runs
east-west while declination runs north-south. Their
units are degrees, minutes, and seconds (the degree
is too big of a unit to measure distances in the sky, so
it needed to be split further).

For further clarification, "BJD TDB" stands for
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Fig. 5. After utilizing the saturation scale: The image is brighter and luminous sources are more visible.
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Fig. 6. Make sure that the keywords on both the "General" and "Edit" FITS Header Keywords match up.

“Barycentric Julian Date, Barycentric Dynamical
Time.” It’s the standard time system for this exoplanet
analysis, so make sure that this is enabled on the
General FITS Header Settings.

Lastly, if the “Target Airmass Keyword" is disabled
when the images already have data for Airmass, AIJ
will override the data, creating all kinds of mistakes.
For most users, there will almost always be Airmass
data since most "fits" images have the Airmass header
item. As such, “Target Airmass Keyword” (Figure 7)
can be un-checked.

Fig. 7. This setting is disabled.

Since the OSS Pipeline already plate-solved the im-
ages, “plate-solved” should be unchecked on the CCD
Data Processor. Furthermore, on “Target Coordinator
Source” and “Observatory Location Source,” select-
ing “FITS Header target RA/DEC (J2000)” and “FITS
header latitude and longitude." This basically tells AIJ
that the necessary data is already on the FITS header.
Usually this will be the case and other options won’t
need to be selected and this data won’t need to be

manually inputted. Also, make sure the polling inter-
val is set to 0 since AIJ doesn’t need to be working in
"real-time." In "real-time," non-zero polling interval
values are used and images are imported throughout
the exoplanet analysis process.

Finally, after hitting START, the calibration of the
images will begin, and a log should show the process.
If successful, the log will say “finished” and the cali-
brated files will be in a folder that’s inside the folder
of the uncalibrated images.

Lastly, image orientation has some significance
when submitting to Exo-FOP TESS: North should be
up and East should be left. If this is not the case, open
the first calibrated image, go to VIEW (on the top bar
menu), and select Invert X or Invert Y, (or both, if
necessary) until the correct orientation is obtained.
Sometimes though, this problem of North and East
alignment may be a problem with the telescope used
for imaging. For example, North might be lined up in
the negative x direction of the CCD detector, leaving
no way to align North on top and East on the left
or right. In this case, it’s acceptable to put North to
the left and East pointing down. This is a nuanced
problem, so depending on who reviews the analysis,
this may or may not be considered.
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DIFFERENTIAL PHOTOMETRY PHASE

One of the most important aspects of the Differential
Photometry Phase is the ra.dec aperture file created
from GAIA data. Steps on how to import this file can
be found on Dennis Conti’s TFOP SG1 Observation
Guidelines. Essentially, this Gaia file finds all the stars
in a 2.5 arcsecond circle of the target star, which
allows the AIJ macro to check and see if these stars
caused the TESS detection–most often these checks
determine whether or not these stars are NEBs.

However, while the Gaia file checks for stars in this
circle, this circle still needs to be manually created in
order for it to show up on the image. First drag the
ra.dec file onto the image. Then right click the target
star. A box with settings will pop up. Figure 8 shows
the correct input settings.

Fig. 8. These settings will create the correctly sized
"annotation circle" to be used in the differential
photometry phase.

The following steps describe how to select compar-
ison stars.

1. Crosshairs are unselected because they might get
in the way of the stars. Then click the “multi-
aperture photometry” button to open the aper-
ture settings. If the “More Settings” button is
selected, then the circle will disappear so the cir-
cle will need to be created again (basically, make
sure all the Aperture Settings are established be-
fore creating the circle).

2. “Use previous X apertures” should be selected,
but not “Use RA/DEC. . . ” because AIJ automati-
cally loads in the apertures created from the Gaia
database.

3. Next, “Set Apertures” should be chosen. The
field will show up again and select the target star.
This will show the GAIA stars only, labeled with
“T’s.”

4. Resume by selecting the comparison stars. Com-
parison (“comp”) stars’ peak counts (essentially
how “bright” the star is) should be around that of
the target star’s. Comp stars should have about
8,000 peak counts and not more than 50,000
peaks counts. Figure 10 illustrates this notion of
selecting comp stars based on their peak counts
values.

At least six comp stars are necessary for analysis.
Six is usually an adequate number as it leaves room
for error in case a comp star’s relative flux or other
data comes out unusable for further analysis. Comp
stars with similar peak values are the most desirable.
However, if the number of viable comp stars "run out"
before selecting six, which is usually the case, con-
tinue to select comp stars that are both above and
below the target’s peak value so that the data balances
out (Figure 9). Lastly, while the preferred method is
to use the comp stars’ brightnesses to determine their
selectability, be aware that there have been recent
developments regarding alternative methods. Specifi-
cally, some cite using the stars’ spectrums instead of
their brightnesses.

Once the Differential Photometry phase has con-
cluded, make sure a screenshot of the image with the
2.5 arcsecond circle, all the comp stars, as well as all
the Gaia-generated stars is taken. The screenshot is
one of the required TESS SG1 files for data submis-
sion. This can be done by either manually doing it
using the computer’s respective function, or by go-
ing to file, saving the image as a png, and selecting
the “AIJ analysis” folder as its destination. Make sure
that the file truly goes there, as AIJ can sometimes be
clunky completing steps like these.

TRANSIT MODELING PHASE

First, the plot configuration (blank plot configuration
template) is a life-saving file when it comes to the
Transit Modeling Phase. It saves the settings of an
entire plot– curves, labels, etc. As more analyses are
completed, this file becoming increasingly important
because it allows a researcher to easily go back and
edit their plot and its settings without having to re-
plot it from scratch. This can be extremely tiresome
and inefficient. Thus, when starting new plots, use

https://astrodennis.com/TFOP_SG1_Guidelines_Latest.pdf
https://astrodennis.com/TFOP_SG1_Guidelines_Latest.pdf
https://astrodennis.com/
https://astrodennis.com/
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Fig. 9. This image shows the selection of reasonable comp stars as well as a 2.5 arcsecond circle around the
target star, of which contains possible NEB’s as documented by GAIA.



Research Article Vol. 1, No. 1 / June 2020 / Astronomy Theory, Observations and Methods Journal 69

Fig. 10. In this case, the Target Star (T1) had a peak value of about 20,000 counts. Since no comp stars had
20,000 counts, comp stars should be chosen where the average of them is near 20,000. C20 and C19 were
chosen as comp stars since peaks values were 30,000 counts and 11,000 counts, respectively. Accurate data
analysis doesn’t require peak values to be perfectly aligned since the data is rarely is.
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a blank plot configuration template so that data can
be simply inputted without having to undo previous
data. Also remember to save the plot configuration
files during/after the process so that the plots can
easily be updated even after closing AIJ.

When plotting curves, more often than not, there
will be errors. For example, if the curve has outliers
and certain data points need to be removed from the
light curve, (though it should be kept as even poor
data points are useful) there’s a technique that can
be used to fix it. First, note the BJD TDB (closest
approximation) time for the outlier, then go to the
sorted measurements table and look at the rows with
that BJD TDB time. Next, select the row that has the
T1 Rel Flux outlier data and delete it. Then rerun the
Transit Modeling Phase. It should not take long since
most of the last settings will have remained. Looking
at Table 1, Slice (image) 63 would be removed.

Table 1. Sample Data That Depicts an "Outlier"
Plot Due to extraneous Rel. Flux.

Slice BJD TDB Airmass rel flux T1

19 2458525.604898 1.6973 0.114635

41 2458525.605605 1.708598 0.114128

57 2458525.607008 1.698978 0.114462

63 2458525.607715 1.694244 0.74451

88 2458525.60841 1.689581 0.114248

99 2458525.609117 1.685014 0.115208

Another method to consider when creating light
curves has to do with the Multi-Plot Reference Star
Settings (Figure 11). These settings deselect a comp
star, thereby excluding it from the photometric analy-
sis (model fitting). This can be particularly helpful if
a comp star’s data points are extremely erratic. Upon
deselecting a comp star, the respective comp star be-
come a "target" star, and the field of view will reflect
this change. Furthermore, the light curves of all the
other comp and target stars will become more or less
fitted, as shown on the light curve. If light curves be-
come less fitted, un-plotting a star via the Multi-Plot
Y Data Screen may be a better option than using the
Multi-Plot Reference Star Settings.

A small, yet interesting part of the transit modeling
phase has to do with the ingress and egress times.
Why are only the decimals inputted into AIJ and not

the full ingress and egress BDJ TDB times? First, the
ingress and egress represent the start and end times
of a transit (when the exoplanet begins orbiting in
front of the host star and after it orbits out of the
host star’s surface). The TTF only shows the last
seven digits (including three decimals) of ingress and
egress. The full time is listed on the FITS header.
These times usually have the same integer values,
which is why AIJ needs only their decimal values.
However, sometimes the egress ends on the next day
(one unit larger than the ingress). In this case, the
egress values should be inputted as 1.XYZ as opposed
to 0.XYZ.

Furthermore, the ingress and egress are significant
because sometimes the predicted ingress and egress
will be different than the observed ingress and egress
times. To determine the observed ingress and egress
times, use the x-values of the half-way points from
the vertical predicted ingress line and the beginning
of the flat horizontal line on the curve (do this for
both predicted ingress and egress times). A differ-
ence between the predicted and observed ingress and
egress usually means that the predicted time of transit
is inaccurate; this should not have huge implications
for determining false positives. Differences will affect
the width of the light curve, however. (Figure 12).

In terms of general strategy to optimize efficiency
during the Transit Modeling Phase, a useful technique
is the “Half and Half Screen” (Figures 13 and 14)
technique with the Plot of Measurements Screen and
the Multi-Plot Y-Data Screen.

Basically, to see the Multi-Plot Y-Data screen’s set-
tings change in real time, split both screens in half so
that they’re next to each other. This allows for clear
tracking of which settings correspond to which plots,
reducing the chance of error.

Furthermore, for the Scale and “Then Shift” set-
tings of the target stars on the Multi-Plot Y-Data
screen, it is best to have them both be at Scale 1.
However, this may not be enough to show any real
dip or curvature. Thus, a higher scale factor can be
used as long as both rel flux T1 plots have the same
Scale factor. The same applies to the comp stars, ex-
cept that often times the comp stars won’t have dips,
so extremely high scale factors aren’t as necessary.

Aesthetics have a significant place in this process.
The plots that are created need to be read by future re-
searchers, meaning that there’s a standard of quality
and readability that needs to be upheld. It’s often best
to keep light curves (and other lines) vertically dis-

https://astrodennis.com/
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Fig. 11. Shown are 18 target stars and 7 comp stars. By deselecting one of the comp stars, it will subse-
quently become a target star, and will be exluded from the model fitting.

tanced from each other. The target star’s light curves
should be plotted on the horizontal lines marked by
the y-axis in order to distinguish any dips that they
might have. Also, a separate plot should be made for
the comp stars as it’ll expand the target star’s plots,
making the depth more visible. Figure 15 and its
complementary comp star graph shown in Figure 16
show what a submitted light curve should look like
in terms of readability.

Thus, one of the light curve plots should only have
the target star’s light curves and X(FITS) T1, Y(FITS)
T1, tot C cnts, AIRMASS, Sky/Pixel T1 and Width T1
plots. The other plot should have just the comp stars
(only about four or five are necessary for plotting).
The comp stars that are selected for plotting should
be the ones that don’t change in brightness during the
observation and that have the smallest variation. This
can be seen by how well a comp star’s plots match up
with its “line of best fit” (Figure 18).

An important aspect of the Transit Modeling Phase
is the Data Set 2 Fit Settings (Figure 17). Here, vari-
ous information can be inputted to improve the accu-
racy of the light curve. For example, the period and
estimated radius of the host star are information from
the TTF that can be inputted here. The "Host Star

Parameters" are used to estimate the radius of the ex-
oplanet. Limb darknening (LD) coefficients can also
be inputted. LD coefficients are calculated using the
LD calculator, where Fe/H (Iron to Hydrogen ratio)
and log(g) (the surface gravity of a celestial object
measured in cm/sec*sec expressed as a log of base
10) of a particular TESS object of interest (TOI) can
be found on the ExoFOP - TESS Database. If these
two pieces of data are not available, 0.3 is used for
both LD coefficients.

There are a variety of beautiful colors on the Multi-
Plot Y-Data Screen. For target and comp stars, choose
the colors freely (with reason: try to avoid making
all the comp stars the same color). However, there
are some specific color coordination procedures that
must be followed. They only apply to non-target,
non-comp star plots.

CASE STUDIES/ANALYSIS OF LIGHT CURVES

After the light curve has been created, the next step
is to classify what kind of planet or host star has been
analyzed. This part of the analysis is nuanced and is
often regarded as the most difficult because it requires
experience and well-justified subjectivity. In this next

http://astroutils.astronomy.ohio-state.edu/exofast/limbdark.shtml
https://exofop.ipac.caltech.edu/tess/
https://astrodennis.com/TFOP_SG1_Guidelines_Latest.pdf
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Fig. 12. The solid red lines represent the actual ingress and egresses.
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Fig. 13. A simple technique to use when modeling light curves. This will save time and increase accuracy.

section, a few common “case studies” will be covered
along with how to handle them appropriately.

One possible cause of erroneous plots (plots that
have seemingly no pattern in the data and lack form)
is if the distance between the closest star and the
target star (determined by going to the NEB folder
created after doing NEB analysis, clicking on the first
NEB depth plot, and then looking to see how far it
is) is smaller than the aperture (aperture size can be
checked from the seeing profile). Refer to Figures 19
and 20. This closest star could therefore contaminate
the target star measurement, as its size isn’t accu-
rately accounted for by the given aperture. Thus, by
using a smaller aperture, the amount of potential con-
tamination of the target star measurement is reduced
(using a smaller aperture size of half the original is
usually safe). On the other hand, if the closest Gaia
star is, for example, 20 arc-seconds away from the
target and the aperture that is used is around 5 arc-
seconds, a second smaller aperture is not necessary.
The used aperture size will need to be included the
observation email though so that reviewers/future
researchers are aware that the aperture was correctly
accounted for.

One of the most important aspects in analyzing
the light curve is the depth of the light curve. Nor-
mally, a shallow depth would indicate that “no clear
detection” was found. But, if the predicted depth,
as stated in the TTF (as shown back in Figure 1), is
also a small number, then it cannot necessarily be
concluded that “no clear detection” was found. Vice
versa, if the predicted depth is significantly larger
than the light curve’s depth on the plot, then it may
be appropriate to deem that “no clear detection” was
found. “Detection” in this case refers to any detection
of a possible exoplanet or eclipsing binary transiting
across the host star.

NEBs are commonplace in this analysis. When one
star orbits in front of its binary counterpart, a light
curve is produced that is very similar to a light curve
generated from planet orbiting across its host star.
This is why NEBs are called “false positives.” One way
to determine whether data has a NEB is through the
Dmag vs. RMS plot (Figure 21). RMS is essentially
the amount light curve scatter, of which depends on
the size of the photometric aperture. If there are
any major outliers on the curve (which should have
a general trend line of exponentiality), then these



Research Article Vol. 1, No. 1 / June 2020 / Astronomy Theory, Observations and Methods Journal 74

Fig. 14. This figure shows the right half of the Multi-Plot Y-Data Screen. The Scale and Then Shift settings for
the curves are boxed in red.
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Fig. 15. Curves and other data should be spread out for readability purposes.
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Fig. 16. The light curves of comp stars will often need to be graphed on a separate plot to avoid a single,
cluttered graph. Mindful spacing applies.
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Fig. 17. The Data Set 2 Fit Settings improves the "fit" of the light curve.
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Fig. 18. Notice how the points nicely follow the line of best fit that runs through them.
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Fig. 19. The NEB Depth Plot of the Target Star. The
distance, in arc-seconds, of the Target Star to the
closet target star (from GAIA) is circled in red.

Fig. 20. The Seeing Profile shows the various radii
of the aperture, inner, and outer annuli. The red
circle shows the aperture of the instrumentation
used to obtain the images.

target/comparison stars are usually either NEBs, EBs,
or other objects of interest.

Another way to discern NEBs is using the NEB
Table (Figure 22). This list stars that are “Cleared,
likely cleared,“too faint,” or “not cleared.” “Cleared”
in this case means that it is cleared of not being a
potential NEB, where “not cleared” means that a star
could possibly be a NEB. Other keyword definitions
are defined on the NEB Table.

Fig. 21. Dmag vs. RMS Plot: Comp stars should
compose an exponential curve; if certain stars de-
viate substantially, then they might be an NEB or
EB.

THE “REAL” CASE STUDIES

In terms of categorizing a light curve and drawing
conclusions, There are three predefined "cases.”

The categorization of the target of interest is "Case
1" if there’s a clear “dip” on the target star’s light
curve and there aren’t any false positives (as stated
by the NEB Table or other aforementioned methods).
It should look like the light curve presented in Figure
23. Case 1 often leads to planet candidates.

The target star should be categorized as Case 2 if
non-target stars (outside the 2.5’ radius) show an
“event”–a dip in its light curve. Case 2 basically
states that a NEB, or another possible planet can-
didate, is the cause of the event because it’s outside
the target star’s region. Case 2 evidence, apart from
just the light curve, can be found in the NEB Table,
Dmag. vs. RMS Plot, and other resources mentioned
in "Case Studies." However, be prepared for further
investigation and validation from more experienced
researchers.

If not Case 1 or Case 2, then the target of interest
may be Case 3 which is defined as no events being de-
tected by the target star nor with any checked, nearby

https://astrodennis.com/TFOP_SG1_Guidelines_Latest.pdf
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Fig. 22. NEB Table: Characterizes the likelihood of each of the GAIA-determined potential target stars being
NEBs.
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stars. Case 3 is often deduced by process of elimina-
tion. Sometimes there may be an extremely slight dip
in the light curve, causing the analysis to be in the
grey-area between Case 1 and Case 2. In this context,
it is recommended to state the findings instead of
ascribing them to a certain case. Also, further judge-
ments about classification of what analysis yields can
be offered by review teams.

NEEDED FILES

After analysis is complete, a researcher has to compile
twelve total files for submission to ExoFOP TESS.

• File 1: Measurements Table. Referenced in the
Transit Modeling Phase. This table is created
upon completion of the Calibration Phase.

• File 2: Plot Configuration File. This file is
downloaded upon completing the Transit Model-
ing Phases (reference respective section).

• File 3: Apertures File. This file is created upon
completing the Transit Modeling Phase and when
"save all" is selected. Essentially, this file saves
all the selected target and comp stars. Thus, if
the Differential Photometry Phase needs to be
re-done, the previous apertures will be available
to be referenced.

• File 4: Light Curves. Reference Transit Model-
ing Phase. These curves are the heart and soul
of the transit-photometry analysis.

• File 5: Field Image with Apertures. Refer
to the Differential Photometry Phase. This is
"screenshot" of the field with the GAIA stars,
comp stars, and 2.5’ arcsecond circle around the
target star. This is necessary for TESS profession-
als to reference which comp stars correspond to
various curves on the light curve plots.

• File 6: Plate Solved Image. This is not a screen-
shot, but rather the file itself. Since the OSS
Pipeline will be utilized, the images will auto-
matically be plate-solved.

• File 7: Seeing Profile. Refer to the Case Stud-
ies/Analysis of Light Curves Section. The seeing
profile is created by right-clicking the target star
(or by finding the respective option in the main
toolbar of the image). The seeing profile pro-
vides aperture size recommendations.

• File 8: Notes and Results Text File. Refer to
TFOP SG1 Observation Guidelines page 14. This
file essentially includes the classifcation of the
potential exoplanet along with any other conclu-
sions made from the data.

• File 9: Delta Magnitude (Dmag) vs. RMS plot.
This plot is a useful tool in determining potential
NEBs. Reference the Case Studies/Analysis of
Light Curves Section for a full description.

• File 10: NEB Table. This table is also instrumen-
tal in determining false positive. Refer to the
Case Studies/Analysis of Light Curves Section.

• File 11: A zip file that contains NEB Depth
Plots for comp and target (GAIA) stars. These
plots show the "shallowest event required for that
star to mimic the TESS predicted transit depth"
(Conti, 2019).

• File 12: A Zoomed-in Field-of-View Image. This
screenshot should show only the stars within the
2.5 arcsecond circle. The purpose lies in show-
ing more detail to the individual brightnesses
of each potential NEB within the GAIA field-of-
view. Further explanations can be found TFOP
SG1 Observation Guidelines.

CONCLUSION

This paper is a guide that helps SG1 TESS researchers
avoid the common pitfalls of aperture photometry
in AIJ. These pitfalls were documented by the BRIEF
team who noticed the common mistakes that students
were making in their exoplanet analyses.

Categorized into four different sections, this paper
mirrors the set-up of Dennis Conti’s A Practical Guide
to Exoplanet Observing (Conti, 2018) in order to sim-
plify the exoplanet analysis as well as to coordinate
cross usage between this paper and other AIJ Guides.
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Fig. 23. Taken from real TESS data, this light curve represents an ideal situation where there’s a nice dip and
non-skewed comp stars.
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